Drag forces caused by submarine glide block or out-runner block impact on suspended (free-span) pipelines—Numerical analysis
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A B S T R A C T

Computational fluid dynamics (CFD) approach was employed to simulate soil–pipe interaction behavior subjected to impact load. Numerical analysis is verified with results experimentally obtained in a geotechnical centrifuge. The physical experiments in centrifuge simulated the impact of soft to firm clay blocks (4 to 8 kPa of undrained shear strengths) on two model pipes (0.19 and 0.29 m in diameter), at velocities ranging between 0.04 and 1.3 m/s in a direction normal to the pipe axis. The corresponding shear strain rates ranged from about 4 to 136 s⁻¹. In this paper, a relationship between shear stress and shear strain rate for the clay blocks is first established through re-analysis of the centrifuge experiments and then used to calibrate a CFD numerical model and to complement the physical test results. The present CFD analyses covered impact velocities up to 2 m/s and investigated different pipe diameters (6.35 to 150 mm) and clay strengths. The methodology and results of the CFD analyses are discussed and compared with the observations made from the physical experiments. The experimental results were combined with the results of the CFD analyses and a simple approach is proposed to estimate the drag force caused by a glide block or out-runner block impact on a suspended (free-span) pipeline.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Computational fluid dynamics (CFD) numerical methods have been successfully used to analyze multiphase and multicomponent flows and to investigate fluid–structure interaction in various settings. Zakeri et al. (2012) conducted a series of physical tests in a geotechnical centrifuge simulating a glide block or an out-runner block impacting a suspended (free-span) submarine pipeline normal to its axis and proposed a method for estimating the resulting drag force. The situations tested experimentally as described in the paper by Zakeri et al. (2012), have been analyzed using the CFD software, ANSYS CFX 13.0. Herein, the experimental data, which formed the basis of the proposed method, were re-analyzed to establish a relationship between shear stress and shear strain rate for the clay blocks. This relationship was then used to calibrate a CFD numerical model and to complement the physical test results further increasing the confidence in the proposed method. The CFD analyses investigated the influence of various gravitational fields in the centrifuge tests and covered impact velocities of up to 2.0 m/s for different pipe diameters and clay strengths. The theories and methodology used in numerical modeling of the centrifuge experiments are discussed. Findings from the CFD numerical analyses are compared to the results of the physical experiments and discussed in the context of the proposed method. Comments are also made on the limitations of the CFD numerical model.

This paper consists of mainly three parts. The first part briefly describes the centrifuge tests results (Zakeri et al., 2012). The second part deals with strain rate effects on undrained shear strength of soil and drag force on suspended pipelines. Finally, the results of numerical analyses using CFD for 28 cases are presented.

2. Terminology and definitions

Submarine density flows are important sediment-transporting mechanisms and play a major role in the construction of deep-sea fans and deltas. Their triggering mechanisms, flow dynamics, interaction with the ambient water, depositional processes and consequences of failures have been studied by many researchers. The complexity of the flow from initiation to depositional processes associated with subaqueous density flows, combined with post-depositional consolidation and soft-sediment deformation, often make it difficult to interpret the characteristics of the flow from the sedimentary record and therefore, to appropriately create models to address engineering problems. This has led to considerable confusion of nomenclature in the literature. Mulder and Alexander (2001) provide a simple yet comprehensive and encompassing classification of sedimentary density flows based on physical flow properties and briefly discuss the likely characteristics of the deposited sediments. The authors have followed their classification...
Glide block: an intact hydroplaning block of cohesive sediment during early stages of density flow that has not been disintegrated and/or remoulded. It still carries the strength properties of the parent sliding soil mass.

Out-runner block: an intact block of cohesive sediment that has departed from the parent density flow during movement due to hydroplaning and rides freely downstream. It has not been remoulded and still carries the strength properties of the parent landslide.

Debris flow: a cohesive (clay-rich) flow with a minimum sediment concentration of 50% by volume that is fully remoulded and fluidized. It can be characterized by rheological models for non-Newtonian fluids (e.g. Bingham, Herschel–Bulkley models). Its velocity profile consists of a uniform plug flow over a shear layer at the base.

Turbidity current: a sandy and/or clayey sediment-transporting density flow with particle concentration of less than 50% by volume. Its flow characteristic is that of a Newtonian fluid with a density that can be lower or higher than seawater.

### 3. The centrifuge experiments

The experiments consist of eleven (11) physical tests conducted in a geotechnical centrifuge at a gravitational field 30 times larger than that of Earth’s (i.e. N, the scaling factor, is equal to 30g’s).

![Fig. 1](image-url). Experimental setup in geotechnical centrifuge (Zakeri et al., 2012). (a) Clay block placed on the L-shaped cart ready for testing. (b) Setup elevation view with dimensions.

<table>
<thead>
<tr>
<th>Test no.</th>
<th>Impact velocity (m/s)</th>
<th>Pipe diam.</th>
<th>Undrained shear strength at pipe* $s_u$ (kPa)</th>
<th>Horizontal drag force per unit length, $F_D$ (N/m)</th>
<th>Shear rate (1/s)</th>
<th>k-Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.16</td>
<td>6.35</td>
<td>1.9</td>
<td>4.3</td>
<td>327</td>
<td>9.81</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
<td>6.35</td>
<td>1.9</td>
<td>4.7</td>
<td>333</td>
<td>9.99</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>6.35</td>
<td>1.9</td>
<td>4.4</td>
<td>297</td>
<td>8.91</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>9.52</td>
<td>0.29</td>
<td>4.1**</td>
<td>385</td>
<td>11.55</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>9.52</td>
<td>0.29</td>
<td>4.1**</td>
<td>383</td>
<td>11.49</td>
</tr>
<tr>
<td>6</td>
<td>1.30</td>
<td>9.52</td>
<td>0.29</td>
<td>4.4</td>
<td>609</td>
<td>18.27</td>
</tr>
<tr>
<td>7</td>
<td>0.77</td>
<td>9.52</td>
<td>0.29</td>
<td>6.0</td>
<td>729</td>
<td>21.87</td>
</tr>
<tr>
<td>8</td>
<td>0.30</td>
<td>6.35</td>
<td>0.19</td>
<td>6.7</td>
<td>484</td>
<td>14.52</td>
</tr>
<tr>
<td>9</td>
<td>0.20</td>
<td>6.35</td>
<td>0.19</td>
<td>7.5</td>
<td>490</td>
<td>14.7</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>6.35</td>
<td>0.19</td>
<td>8.0</td>
<td>522</td>
<td>15.66</td>
</tr>
<tr>
<td>11</td>
<td>0.04</td>
<td>9.52</td>
<td>0.29</td>
<td>7.8</td>
<td>687</td>
<td>20.61</td>
</tr>
</tbody>
</table>

* The values reported represent average measured intact and remoulded undrained shear strengths at the vertical location immediately above and below the model pipe.

** The undrained shear strength for Tests 4 and 5 were estimated from Test 1 shear strength profile.
strain rate corresponds to the strain rate in T-bar tests, and therefore the $s_{u,\text{corr}}$ represents the shear strength obtained from T-bar test. Fig. 2 shows the variation of $k$-parameter with shear strain rate in the centrifuge tests and the best fit line through the data. It was found that the $k$-parameter is strain rate dependent and can be described by the following power-law relationship.

$$k = 7.5 \times \gamma^{0.12}$$  \hspace{1cm} (3)

where, $\gamma$ is in reciprocal seconds. The $R$-squared value for the fit was 0.79. Eq. (3) was proposed from experimental results.

4. Undrained shear strength dependency on strain-rate

The strain-rate dependent strength and stiffness of cohesive soils has been extensively investigated by a number of researchers (e.g. Biscontin and Pestana, 2000; Dayal and Allen, 1975; Diaz-Rodriguez et al., 2009; Lunne and Andersen, 2007). The undrained shear strength increases at a rate of 5–15% per log cycle of shear strain rate (e.g. Diaz-Rodriguez et al., 2009; Graham et al., 1983; Lunne and Andersen, 2007; Qu et al., 2010); however, this behavior was observed mainly for shear strain rates of up to about 1 m/min (Qu et al., 2010). The general trend in the data can be captured by using an expression similar to Eq. (4) used by Zhu and Yin (2000) for shear rates greater than $\gamma_{\text{Ref}}$.

$$\frac{s_{u,\text{corr}}}{s_o} = 0.2 + 0.1 \times \left( \frac{s_o}{s_u} \right) \log \frac{\gamma}{\gamma_{\text{Ref}}} \Rightarrow \gamma_{\text{Ref}} = 10^{-5} \left( \frac{m}{s} \right)$$  \hspace{1cm} (4)

In the above equation, $s_{u,\text{corr}}$ is the rate corrected undrained shear strength, $s_o$ is the effective confining vertical stress and $s_u$ is the effective yield strength. The ratio, $s_u/s_o$, typically ranges between 0.3 and 1.96 corresponding to Over Consolidation Ratios (OCR's) of 1 and 8, respectively (Zhu and Yin, 2000). Others have used similar formulation to express strain rate dependency behavior of clay. For example, Boukpeti et al. (2012) used the following expression to describe the undrained shear strength and strain rate relationship.

$$s_{u,\text{corr}} = s_{u,\text{Ref}} \left( 1 + \kappa \times \log \frac{\gamma}{\gamma_{\text{Ref}}} \right)$$  \hspace{1cm} (5)

Where, $s_{u,\text{Ref}}$ is the shear strength at the reference shear strain and $\kappa$ is a model parameter ranging between 0.1 and 0.2 (or 10–20% change in shear strength per log cycle) (Graham et al., 1983; Lunne and Andersen, 2007). Other has proposed the following expression as an alternative to Eq. (5) to avoid problems with the strain rate approaching zero (Einav and Randolph, 2006):

$$s_{u,\text{corr}} = s_{u,\text{Ref}} \left( 1 + \kappa \times \frac{\gamma}{\gamma_{\text{Ref}}} \right)$$  \hspace{1cm} (6)

where, $\kappa = \kappa/\ln 10$. Eq. (6) is basically equivalent to Eq. (5), but decays rapidly for strain rates lower than $\gamma_{\text{Ref}}$; for strain rates below 0.1 $\gamma_{\text{Ref}}$, a minimum strength is reached which is about 4% lower than the $s_{u,\text{Ref}}$.

Eqs. (4) and (5) seem to capture the soil behavior well for low shear strain rates (typically, less than 1 min$^{-1}$) and as evident in the laboratory test results carried out by Kulhawy and Mayne (1990) presented in Fig. 3. However, deviation from a linear relationship is evident in Fig. 3 after shear rate of about 10 s$^{-1}$ and also observed in several experimental studies (i.e. Biscontin and Pestana 2000, Sheahan et al. 1996) Note that the effects of high strain rate are the interest of the present study. Biscontin and Pestana (2000) experimented with artificial soils (72% kaolinite, 24% bentonite and 4% type C fly ash) at shear rates as high as 3000 deg/min (about 100 min$^{-1}$ or 1.7 s$^{-1}$) using a vane, 55 m in diameter. They express the shear stress–shear strain relationship as a power-law by:

$$s_{u,\text{corr}} = s_{u,\text{Ref}} \left( \frac{\gamma}{\gamma_{\text{Ref}}} \right)^{\beta}$$  \hspace{1cm} (7)

where, $\beta$ is model parameter found to range between 0.05 and 0.1. Sheahan et al. (1996) demonstrated that the undrained shear strength of saturated clays at shear strain rates higher than about 50%/h becomes insensitive to the stress history and below a certain value (i.e. the threshold strain rate) it becomes insensitive to shear strain rate. Further, they concluded that this rate dependency is complex and the threshold strain rate is a function of the stress history. Strain rates used for in-situ and laboratory testing cover an extremely wide range and may vary orders of magnitude. For example, the strain rate recommended for field vane testing (ASTM, D2573-08) is 0.1 deg/s (~0.003 s$^{-1}$), for miniature vane testing in laboratory (ASTM, D4648-10) ranges between 1 and 1.5 deg/s (~0.033 and 0.0533 s$^{-1}$), for undrained direct simple shear testing (ASTM, D6528-07) is 5%/h (~1.4 x 10$^{-5}$ s$^{-1}$), and for undrained triaxial compression testing (ASTM, D4767-11) is 1%/h (2.78 x 10$^{-6}$ s$^{-1}$). Field T-bar and ball penetrometers are pushed in at a rate of about 1 s$^{-1}$ (Stewart and Randolph, 1994). While all

![Fig. 2. Shear strain rate versus model parameter, k, in model or prototype terms (Zakari et al., 2012).](image)

![Fig. 3. Undrained shear strength against strain rate data, Kulhawy and Mayne (1990). The vertical axis is $s_{u,\text{Ref}}$ with reference to a shear rate of 10$^{-1}$ (1/s).](image)
these tests are commonly used and perfectly accepted, one needs to apply caution when using Eqs. (5)–(7) to estimate $s_{u, corr.}$ in absence appropriate laboratory testing and knowing the value of $\gamma_{ref}$. For example, the rate corrected shear stress for a soil ($s_{u, ref} = 2$ kPa at $\gamma_{ref} = 10^{-5}$ s$^{-1}$) sheared at a rate of 5 s$^{-1}$ as estimated by Eq. (7) would be about 3.8 and 7.4 kPa for $\beta$ values of 0.05 and 0.1, respectively. This is an increase of about 2 folds or higher depending of the value of $\beta$ selected. Choosing another value for $\gamma_{ref}$ would yield different results.

The shear strain rates involved in the case of debris flow and glide-block impact on pipelines is far greater than those used in the conventional field and laboratory shear strength testing. Sheahan et al. (1996) concluded that behavior of saturated clays at shear strain rates higher than 50%/h ($\sim 1.4 \times 10^{-4}$ s$^{-1}$) becomes insensitive to the stress history and all cohesive soils behave as viscous materials at very high strain rates. This is a key conclusion and indicating that a different approach is required to capture the rate dependency of shear strength at very high shear rates.

The Herschel and Bulkley (1926) model, expressed by Eq. (8), is a generalized model that describes the constitutive behavior of visco-plastic materials in motion. Three parameters characterize this relationship: the consistency ($K$), the flow index ($n$), and the yield shear stress ($\tau_c$). These parameters are determined through experiments.

$$\tau = \tau_c + K \times \dot{\gamma}^n$$  \hspace{1cm} (8)

The Herschel–Bulkley model has been widely used to describe the constitutive behavior of non-Newtonian fluids that exhibit yield stress and a non-linear response with either an increase in viscosity (shear thickening, $n > 1$), or a decrease in viscosity (shear thinning, $n < 1$) with increase in strain rate. It has successfully been applied to model the behavior of kaolinite suspensions (Wan, 1985; Zakeri et al., 2009b), muds (Cousrot, 1997; Cousrot and Plau, 1994) and debris of past submarine landslides (Locat, 1997; Locat et al., 1990). Further, it has been implemented in fluid dynamics software, such as CFX (2011b), for numerical analysis and landslide run-out simulation codes such as BING (Imran et al., 2001; Horn et al., 2002). Gauer et al. (2005) provides an example where the Herschel–Bulkley model was successfully applied to back-analyze case histories of submarine debris flows.

In the Bingham model, $\mu_B$ is referred to as the dynamic Bingham viscosity (also called plastic viscosity). De Blasio et al. (2004b) provides an example where the Bingham model was successfully used to simulate the flow of natural debris flows. Other models such as the Casson (1959) and the bi-linear (Locat, 1997) have also been used to describe the shear stress–shear strain rate relationship for muds and natural soils, but they are less common. These models are expressed by:

Casson (1959) : $\sqrt{\tau} = \sqrt{\tau_c} + \sqrt{K \times \dot{\gamma}}$  \hspace{1cm} (10)

Locat (1997) : $\tau = \tau_c + \nu \times \dot{\gamma} + \frac{c}{\sqrt{\gamma + \gamma_0}}$  \hspace{1cm} (11)

where, the model parameters $K$, $\nu$ (viscosity) and $c$ in Eqs. (10) and (11) differ from those in Eqs. (8) and (9), and are determined empirically through viscosity tests.

The appropriateness of any shear stress–shear strain rate constitutive model for applying to a situation depends on its range of validity. Eqs. (4)–(7) have been proven to adequately describe the shear stress–shear rate relationship for wide range of clayey soils at low shear strain rates; however, they fail to do so at shear rates few orders of magnitude higher than the reference shear rate which ranges from about $10^{-3}$ to $10^{-5}$ s$^{-1}$. Eqs. (4) and (5) hold when the logarithm of the shear rate is within a couple of decades greater than of the reference strain rate beyond which, the behavior is better described by Eq. (7) for shear rates of perhaps less than unity. The Herschel–Bulkley model can potentially fully describe the shear stress–shear strain rate relationship for wide range of shear rates. Further, it offers a good deal of flexibility and numerical stability when coded into hydrodynamic formulations or other shear strain rate based codes. However, it is important to correctly estimate or measure the yield stress as it would affect the calculated shear stresses at very low shear strain rates.

The vane-in-cup rheometers are believed to provide the best means for determining both the yield stress and basic shear rate–shear stress characteristics for viscous shear thinning suspensions (Boger, 2006). For example, one can use the Brookfield Ultra DV-III vane-in-cup rheometer (Brookfield, 1998) to conduct both the miniature laboratory vane and viscosity testing in accordance to standards ASTM (D4648-10 and D2196-05), respectivley, and to fully establish the shear stress–shear strain rate relationship for a cohesive soil.

5. CFD simulation approach and theory

ANSYS CFX 13.0 is a general purpose CFD program that includes a solver based on the finite volume (FV) method for unstructured grids, as well as pre- and post processing tools for simulation definition and data extraction, respectively. The FV method uses the integral form of the conservation equations. With tetrahedra or hexahedra Control Volumes (CVs), unstructured grids are best adapted to the FV approach for complex 3D geometries (Ferziger and Perić, 2002). In general, there are two types of multiphase flows: disperse flows and separated flows. The disperse flows consist of finite particles, such as drops or bubbles (the dispersed phase) distributed in a connected volume of another continuous phase (fluid), whereas, the separated flows comprise two or more continuous streams of different fluids separated by interfaces (Brennen, 2005). A general description of the theory and the associated differential form formulations used to analyze the centrifuge experiments are included in Appendix A.

Submarine density flows such as debris flows, glide blocks and out-runner blocks, constitute an incompressible two-phase flow regime and can be modeled using fluid dynamics constitutive equations (e.g. De Blasio et al., 2005, 2004a, 2004b; Exner et al., 2006, 2005; Harbitz et al., 2003). CFD technique has also successfully been used to simulate flume experiments of clay-rich slurries and their impact on suspended and laid-on-seafloor pipelines (Zakeri, 2009; Zakeri et al., 2009a).

Glide blocks or out-runner blocks typically reach conditions where hydroplaning occurs which in turn, results in high velocities and long run-out distances. Upon impact on a pipeline, the soil–structure interaction takes place at high shear strain rates and fully undrained conditions. Therefore, it is essential to correctly establish the relationship between the shear stress and the shear strain rate, particularly at high shear rates, in order to estimate the impact drag force. Further, in subaqueous impact situations a volume of ambient water is entrapped behind the pipe in zone known as the “wake”. This volume of entrapped water plays a role in the magnitude of the drag force as it controls the surface area where soil interacts with the pipe. CFD technique is capable of correctly modeling both the shear stress dependency on the shear strain rate and the effect of the entrapped water on the drag force. In this approach, the buoyancy effects are considered and the drag
forces resulting from both the water and clay are calculated from the viscous and dynamic pressures exerted by each phase on the pipe.

6. CFD simulation setup

6.1. General

The experiments simulated impact of an intact block of clay on a suspended submarine pipeline at a direction normal to its axis. The CFD simulations, as described below, were designed to replicate the experimental setup, to investigate the effects of gravitational field and to complement the centrifuge test results. The homogeneous two-phase separated Eulerian–Eulerian multiphase flow model of the CFX program was used to simulate the centrifuge experiments.

6.2. Domain and boundary conditions

Fig. 4 illustrates the domain geometry and example of the mesh used in the simulations. The domain width was 10 mm in all simulations. Various pipe diameters ranging between 6.35 and 350 mm were simulated. The mesh was refined within a 10 mm distance around the pipe. The grid spacing on pipe surface ranged from 0.5 to 5 mm with the smaller values corresponding to smaller pipe diameters. The maximum grid spacing elsewhere was 10 to 25 mm depending on the domain size. These grid spacings were selected based satisfactory performance previous simulations (e.g. Zakeri, 2009). In addition, occasional mesh sensitivity analyses were performed on select domains by further reducing the grid spacing to evaluate the influence of the fineness of the mesh on the computation results.

Both the pipe surfaces were modeled as rough no-slip boundary condition. The inlet (i.e. where the clay block enters into the domain) for the flow was 5 times the pipe diameter in height. The outlet (i.e. where the block exits the domain) was modeled as opening boundary condition. The domain was filled with water initially. The side walls were modeled as symmetry boundary condition (i.e. plain strain condition with no shear stress induced on the fluids) and the walls elsewhere were in free-slip condition. This reduced the computation time required to compute the fluid velocity field on those surfaces without affecting the drag on the pipe.

6.3. Material properties and modeling

The domain was set up for a two-phase (water and clay block) flow. Standard properties of water were used. Turbulence generated in the water was simulated using the $k$–$\varepsilon$ model. Inherent in Eq. (3) is the dependency of the undrained shear strength on the rate of shear. By dividing both sides of Eq. (2) by pipe diameter, it follows that the shear stress increases at a rate proportional to Eq. (3). In the centrifuge experiments, the soil–pipe interaction is such that the clay shearing occurs under fully undrained condition. Therefore, from the simulation perspective an appropriate constitutive model was deemed to be the one that has the capability of increasing the stress tensor in a material from the yield value in accordance to the shear at which it is sheared. The CFX program provides a wide range of models for non-Newtonian fluids (CFX, 2011a). The clay block was modeled as a non-Newtonian fluid using the Herschel–Bulkley model. For incompressible Newtonian fluids, the shear stress is proportional to the rate-of-deformation tensor, $D$, and is expressed by:

$$\tau = \mu \times D$$

(12)

In Eq. (12), $\mu$ is viscosity and independent of $D$, which is defined by:

$$D = \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$$

(13)

Where, $u$ and $x$ are the velocity and direction vectors, respectively. For some non-Newtonian fluids (e.g. those described by Eqs. (8) and (9)), the shear stress can similarly be written in terms of a non-Newtonian dynamic viscosity, $\eta$, as follows:

$$\tau = \eta(D) \times D$$

(14)

In general, $\eta$ is a function of all three invariants of the rate-of-deformation tensor. However, in the non-Newtonian models available in ANSYS CFX, $\eta$ is considered to be a function of the shear rate. It is related to the second invariant of $D$, and is

![Fig. 4. Domain geometry (left) and mesh example with minimum 10,500 tetrahedron elements (right). The clay block enters the domain from the left (i.e. inlet) and leaves from the right (i.e. outlet).](image-url)
expressed by:

\[ \dot{\gamma} = \sqrt{\frac{1}{2} [D : D]} \]  

Temperature dependency of viscosity could also be considered in ANSYS CFX, discussion of which is irrelevant to this work. In the Herschel–Bulkley model, the shear stress tensor is described by:

\[ \tau = \tau_c + \eta \times \mathbf{D} \]  

where, the material remains rigid when \( \tau \leq \tau_c \), and otherwise flows as a viscous fluid behavior of which is described by a power-law. In ANSYS CFX, the dynamic viscosity in the Herschel–Bulkley model for when the material starts to flow is described by (CFX, 2011b):

\[ \eta = \frac{\tau_c}{\dot{\gamma}} + K_{\text{Index}} \times \left( \frac{\dot{\gamma}}{\dot{\gamma}_{\text{Ref}}} \right)^{n-1} \]  

In the above, \( K_{\text{Index}} \) is the consistency index in Pa s, which differs from the consistency \( K \) in Eq. (8). A series of simulations were carried out based on the results of centrifuge Tests 1, 7 and 8. As a starting point, the exponent \( n \) in the Herschel–Bulkley model was set to 0.12 (i.e. equal to the exponent in Eq. (3)). This was considered appropriate as the drag forces in the centrifuge tests increased with shear rate (defined by Eq. (1)) following a power-law relationship with exponent of 0.12. The reference shear rate was set to 1E-3 (1/s) based on the rates at which the T-bar tests were conducted in the centrifuge experiments (corrected to prototype terms). The results of calibration simulations indicated that a value of 0.125 for the exponent with consistency index of 7.5 would provide satisfactory results.

The clay block movement was modeled as laminar free surface flow of a buoyant continuous phase. In a two-phase flow, the difference between the phase densities produces a buoyancy force reflected in the governing equations of the flow. A source term, \( S_{\text{Buoyancy}, \text{a}} = (\rho_a - \rho_{\text{ref}}) \times \mathbf{g} \), was therefore added to the momentum equations; where, \( g \) is the gravitational acceleration. The buoyancy reference density, \( \rho_{\text{ref}} \), was set equal to the density of water, 977 kg/m³, and the pressure in the momentum equation was set with respect to the absolute pressure. The density of clay was assumed to be 1685 kg/m³ for all simulations.

6.4. Computational details

Various inlet (clay block impact) velocities and pipe diameters were simulated at different gravitational fields. At time zero, the volume fraction and velocity field of the water in the domain were set to be 1 and nil, respectively. A transient scheme was utilized to run the simulations. The time-steps were selected in consideration with the following rule:

\[ \Delta t = \frac{0.3L_{\text{scale}}}{\max(U_{\text{BC}}, U_{\text{Node}})} \]  

where, \( L_{\text{scale}} \) is the length scale, \( U_{\text{BC}} \) and \( U_{\text{Node}} \) are the velocities at the boundary and nodes, respectively. Here, \( U_{\text{BC}} \) was the controlling parameter. The length scale was taken as the minimum of \( L_{\text{ref}} = \sqrt{\text{Domain Volume}} \) and \( L_{\text{ext}} = (L_x, L_y, L_z) \), or conservatively, as the mesh nodal spacing. As such, a 10 mm length scale was selected for the simulations and the corresponding time-steps ranged between 0.001 and 0.025 s depending on the inlet velocity.

CFX uses a coupled solver, which solves the transport equations for the velocity and pressure fields as a single system. This solution approach uses a fully implicit discretization of the equations at any given time. The non-linear equations are linearized and assembled into the solution matrix, which are then solved using a Multi-Grid (MG) accelerated Incomplete Lower Upper (ILU) factorization technique—it is an iterative solver (CFX, 2011b). In the simulations, the advection term was solved using the High Resolution Scheme given by Eq. (19), in which the factor \( \beta \) is calculated locally to be as close as possible to 0 without violating boundedness principles.

\[ \phi_{\text{up}} = \phi_{\text{up}} + \beta \dot{\gamma} \times \Delta \mathbf{r} \]  

In the above equation, \( \phi \) is a variable and the subscripts ‘ip’ and ‘up’ denote the integration point in the middle of the element face and the value at the upwind node, respectively, and \( \Delta \mathbf{r} \) is the vector from the upwind node to the integration point. Computation of the factor \( \beta \) is based on the Barth and Jesperson (1989) method. The transient term in the simulations was approximated by the Second Order Backward Euler scheme. A Root-Mean-Square (RMS) value of 5 \( \times 10^{-5} \) was selected as the convergence criterion for normalized values of the equation residuals.

7. Results and discussion

Table 2 summarizes the simulation parameters and the computed results. Fig. 5 compares the \( k \)-parameters from the centrifuge experiments and those computed from the CFD simulations. The simulations performed very satisfactorily. For example, Fig. 6 presents snapshots from simulation No. 27 to illustrate the movement of the clay block in the domain and around the pipe. It also shows three snapshots of taken from Test 6 (Zakeri et al., 2012) for comparison purposes. The CFD simulations closely reproduced the observations made by the camera during the centrifuge tests. Fig. 7 presents the clay velocity and shear strain rate immediately outside pipe surface and the shear stress and total pressure (from the clay and water) exerted on the pipe surface for simulation No. 27 during the steady-state condition. The clay velocity, shear strain rate and shear stress plots shown on Fig. 7 are essentially the same for the upper and lower halves of the pipe. Therefore, the total shear stress exerted is double than what is plotted. The total pressure shown on Fig. 7 is the pressure distribution on the pipe surface. Total pressure is defined as the pressure that would exist at a point if the fluid was brought instantaneously to rest such that the dynamic energy of the flow converted to pressure without losses. In this case (clay modeled as incompressible, undrained), the total pressure is expressed by the Bernoulli’s equation (Eq. (20)):

\[ P_{\text{total}} = P_{\text{Static}} + \frac{1}{2} \rho (\mathbf{U} \times \mathbf{U}) \]  

which is the sum of the static and dynamic pressures. In Eq. (20), \( \rho \) is the clay density and \( U \) is the velocity field. The shear stress is tangential to the pipe surface and the total pressure, normal. The drag force exerted is the sum of the shear stress and the total stress over the pipe surface. The pressure force is obtained by integrating the total pressure over the pipe surface. The shear strain rate, obtained from Eq. (15), differs from Eq. (1). The shear stress, obtained from Eq. (14), presents the viscous effect. It is clear that the dynamic effects are dominant compared to those of viscous. The dominance of the inertia effects is also quite evident in Fig. 7 when comparing the wall total pressure and the wall shear plots.

It should be noted that in terms of kinematics there are differences between steady flow of non-Newtonian fluids and Newtonian fluids around a cylinder. For example, the separation point for a Newtonian fluid typically occurs at about 90 degrees whereas in the case of non-Newtonian fluid of power-law and Herschel Bulkley type, the separation point is a function of the Reynolds number and the index, \( n \). This has been demonstrated by the detailed work of Bharti et al. (2006). They studied steady flow of power-law fluids, both shear-thinking \((n < 1)\) and shear-thickening \((n > 1)\) around a cylinder at Reynolds numbers ranging between 5 and 40. They found that the size of recirculation zone
and point of separation are a function of the power-law index and
Reynolds number while the drag coefficient (i.e. the total drag)
being insensitive to n. In terms of the behaviour, the Herschel–
Bulkley fluid (the one used herein to model the clay) behaves
similar to the power-law, except that it is rather solid at very low
shear rates. Bharti et al. (2006) reported separation angles for
shear thinning fluids with 0.6 ≤ n ≤ 1 to range between about 28
and 62 degrees for Reynolds numbers of between 10 and 40. Similarly,
for the impact situations simulated herein the separation point
occurs at about 740 degrees from the stagnation point in front of
the pipe (as it can be deduced from Fig. 7).

Inertia effects become significant for high velocity impact situa-
tions. Visco-plastic fluid flow around blunt objects has not exten-
sively been studied. Oldroyd (1947) developed the visco-plastic
boundary layer theory in which he showed that a flowing yield
stress material becomes rigid everywhere except in a thin layer
around a blunt object. Consider a system consisting of a Herschel–
Bulkley yield-stress material flowing past a cylinder. The lengths
can be rendered dimensionless by the cylinder diameter, velocities
by the impact velocity, stresses (pressure and shear) by $K(U/D)^n$,
and timescale by $D/U$. Thus, the system is reduced to two
dimensionless parameters; the Oldroyd or yield stress number
($Od$) for yield stress or plastic effects and the Reynolds number
($Re$) for the viscous effects. These parameters are as follows:

$$Od = \frac{\tau_c}{K(U/D)^n}$$  (21)

### Table 2
Summary of simulation results.

<table>
<thead>
<tr>
<th>Sim. no.</th>
<th>g-level (m$^2$/s) (g)</th>
<th>Impact velocity (m/s)</th>
<th>$\tau_c$ (kPa)</th>
<th>Pipe diameter (m)</th>
<th>Drag force (N/m)</th>
<th>Shear rate (1/s)</th>
<th>$k$-Parameter</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.16</td>
<td>4.30</td>
<td>0.00635</td>
<td>325.7</td>
<td>24.41</td>
<td>11.93</td>
<td>Calibration run, Test 1</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.16</td>
<td>4.30</td>
<td>0.00635</td>
<td>300.8</td>
<td>24.41</td>
<td>11.01</td>
<td>Calibration run, Test 1</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.16</td>
<td>4.30</td>
<td>0.00635</td>
<td>299.6</td>
<td>24.41</td>
<td>10.97</td>
<td>Calibration run, Test 1</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>0.90</td>
<td>5.98</td>
<td>0.015</td>
<td>1,089.0</td>
<td>60.00</td>
<td>12.14</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2.50</td>
<td>6.00</td>
<td>0.2</td>
<td>12,491.9</td>
<td>12.50</td>
<td>10.41</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>1.00</td>
<td>6.00</td>
<td>0.05</td>
<td>3,250.5</td>
<td>20.00</td>
<td>10.84</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>1.75</td>
<td>8.00</td>
<td>0.015</td>
<td>1,621.2</td>
<td>116.67</td>
<td>13.51</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>1.30</td>
<td>6.73</td>
<td>0.01</td>
<td>951.9</td>
<td>136.55</td>
<td>14.86</td>
<td>Calibration run, Test 8</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>7.00</td>
<td>6.00</td>
<td>0.2</td>
<td>14,227.5</td>
<td>35.00</td>
<td>11.85</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1.00</td>
<td>5.98</td>
<td>0.025</td>
<td>1,825.6</td>
<td>40.00</td>
<td>12.21</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>0.90</td>
<td>5.98</td>
<td>0.015</td>
<td>1,078.5</td>
<td>60.00</td>
<td>12.02</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>1.30</td>
<td>6.73</td>
<td>0.01</td>
<td>954.2</td>
<td>136.55</td>
<td>14.89</td>
<td>Calibration run, Test 8</td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>0.90</td>
<td>5.98</td>
<td>0.015</td>
<td>1,103.8</td>
<td>60.00</td>
<td>12.31</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>0.45</td>
<td>6.00</td>
<td>0.015</td>
<td>1,035.1</td>
<td>30.00</td>
<td>11.50</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>0.75</td>
<td>5.98</td>
<td>0.015</td>
<td>1,060.0</td>
<td>50.00</td>
<td>11.82</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>1.40</td>
<td>6.00</td>
<td>0.015</td>
<td>1,142.3</td>
<td>93.33</td>
<td>12.69</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>17</td>
<td>20</td>
<td>1.40</td>
<td>6.00</td>
<td>0.035</td>
<td>2,453.8</td>
<td>40.00</td>
<td>11.68</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>9.50</td>
<td>6.00</td>
<td>0.125</td>
<td>10,036.0</td>
<td>76.00</td>
<td>13.38</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>8.00</td>
<td>4.00</td>
<td>0.15</td>
<td>7,686.7</td>
<td>53.33</td>
<td>12.81</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>8.00</td>
<td>4.00</td>
<td>0.15</td>
<td>7,686.7</td>
<td>53.33</td>
<td>12.81</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.50</td>
<td>6.00</td>
<td>0.035</td>
<td>2,052.6</td>
<td>14.29</td>
<td>9.77</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>6.75</td>
<td>6.00</td>
<td>0.15</td>
<td>10,651.5</td>
<td>45.00</td>
<td>11.84</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>23</td>
<td>10</td>
<td>2.00</td>
<td>8.00</td>
<td>0.02</td>
<td>2,146.1</td>
<td>100.00</td>
<td>13.41</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>24</td>
<td>10</td>
<td>1.25</td>
<td>4.00</td>
<td>0.01</td>
<td>554.1</td>
<td>125.00</td>
<td>13.85</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.70</td>
<td>7.00</td>
<td>0.01</td>
<td>517.2</td>
<td>120.00</td>
<td>12.93</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>1.00</td>
<td>8.00</td>
<td>0.01</td>
<td>1,097.0</td>
<td>100.00</td>
<td>13.71</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>2.00</td>
<td>8.00</td>
<td>0.20</td>
<td>16,629.4</td>
<td>10.00</td>
<td>10.39</td>
<td>Calibration run, Test 7</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>6.75</td>
<td>4.50</td>
<td>0.15</td>
<td>8,270.0</td>
<td>45.00</td>
<td>12.25</td>
<td>Calibration run, Test 7</td>
</tr>
</tbody>
</table>

Fig. 5. $k$-parameter from the centrifuge experiments and CFD simulations.

![Table 2: Summary of simulation results.](image-url)
While the magnitude of the Oldroyd number is indicative of the size of the rigid zone formed in front and behind of an object (the higher the Od, the larger the zones), the Reynolds number presents the effects of inertial forces over viscous forces. Delgo De Besses et al. (2003), Tokpavi et al. (2008) and Zhu and Randolph (2011) studied the visco-plastic flow past a cylinder, but none of the studies included inertia effects. Delgo De Besses et al. (2003) and Zhu and Randolph (2011) used a Herschel-Bulkley material. Tokpavi et al. (2008) considered a Bingham fluid. Savreux et al. (2005) studied flow of a Bingham fluid normal to a flat plate and considered both the plastic and inertia effects. They noted strong dependence of the drag force to the inertia effects. All these studies were analytical and numerical.

Delgo De Besses et al. (2003) and Tokpavi et al. (2008) expressed that the drag force on the cylinder is a result of the yield stress and viscous effects. However, their study only included the yield stress effects and described the plastic drag coefficient, $C_{Dp}$, as:

$$ C_{Dp} = \frac{F_D}{AK(U/D)^nOd} $$

(23)

where, $A$ is the projected area perpendicular to the flow direction. Savreux et al. (2005) presented the drag coefficient, $C_{Dp}$, as a function of $Re$ and $Od$.

Zhu and Randolph (2011) proposed the following equation for estimating the viscous force, $F_n$, for a Herschel-Bulkley fluid, with strain rate effects associated directly with the flow velocity:

$$ F_n = N \frac{Su_{Ref}}{1+\eta} \left[ 1 + \eta \left( \frac{f(U/D)}{f_{Ref}} \right)^\beta \right] A $$

(24)

where, $N$ is a resistance factor (or bearing capacity factor) and $\eta$ is a viscous property expressed by Eq. (25), and $f$ is a factor that ranges between 0.8 and 1 based on the scatter in their numerical analysis results with a recommended average value of 0.88.

$$ \eta = \frac{1}{Od} \left( \frac{D}{U^{Ref}} \right)^n $$

(25)
The above method (Eqs. (24) and (25)) is cumbersome for practical purposes particularly with respect to selection of appropriate values for the numerous parameters involved. Further, caution is need with respect to the reference shear strain rate. As stated earlier, all cohesive soils behave as a viscous material when sheared at rates higher than about 1.4 \times 10^{-4} \text{s}^{-1} (Sheahan et al., 1996). Thus, a simpler approach seems more appropriate. To that end, the results of the centrifuge tests and numerical CFD simulations were revisited. The data were first grouped into four groups (4.0, 4.3, 6.0 and 8.0 kPa) based on the initial yield stress or the undrained shear strength determined from T-bar testing in the centrifuge. Then the total stress on the pipe was back-calculated by dividing the drag forces per unit length by the product of the pipe diameter and 7.5 (i.e. the constant in the \(k\)-parameter, Eq.(3)).

Fig. 8 presents these back-calculated shear stresses versus the shear strain rate obtained from Eq. (1) for each data. Further, it presents the Herschel–Bulkley fit through each group with the calculated model parameters and \(R^2\)-squared values. The shear stresses in all groups follow the same trend with a very similar Herschel–Bulkley exponent value of ranging between 0.33 and 0.4. It further shows that the Herschel–Bulkley model very well describes the shear stress exerted on the pipe.

8. Proposed approach for design purposes

A simple approach is proposed for practical and design purposes to estimate the drag force caused by glide-block and out-runner block impact on submarine pipelines. First, one needs to determine \(s_{u,\text{Ref}}\) of the collected seabed samples and establish its dependency on shear strain rate. This can be achieved through field testing and/or laboratory testing. The latter is more economic and easier to control. To achieve this a vane-in-cup rheometer capable of conducting both the miniature laboratory vane and viscosity testing in accordance to standards ASTM (D4648-10 and D2196-05), respectively, is recommended. The combination of the test sets will yield a Herschel–Bulkley model with the yield stress being the \(s_{u,\text{Ref}}\) (at a reference shear strain rate standard for laboratory vane tests). It should be noted that the tests should simulate the site conditions with respect to salinity and temperature. The strain rate corrected shear stress (i.e. \(s_{u,\text{Corr}}\)) for the corresponding impact velocity should be obtained based on the rate dependency tests. Then the following expression can be used to estimate the drag forces per unit length normal and parallel to the pipe axis at that impact velocity:

Normal to pipe axis: \[ F_{D,\perp} = N s_{u,\text{Corr}}. D \sin\theta \] \hspace{1cm} (26)

Parallel to pipe axis: \[ F_{D,\parallel} = \alpha s_{u,\text{Corr}}. D \cos\theta \] \hspace{1cm} (27)

where, \(\alpha\) is the adhesion factor and depends on the \(s_{u,\text{Ref}}\) and \(\theta\) is the attack angle with respect to the pipe axis. To assess the \(N\) and \(\alpha\) factors, one may use the guidelines provided by the American Lifeline Alliance (2001).

9. Conclusions and discussion

The CFD multiphase numerical model performed very satisfactorily in simulating the centrifuge experiments with respect to the.
the excess pore pressures constantly exist everywhere within the flowing mass as it undergoes steady deformation. As such, the method adopted here and the use of a constitutive relationship similar to the Herschel–Bulkley can describe the shear resistance of clays at particularly high shear rates and avoid the aforementioned complexities that arise from inclusion of \( f_{\text{Ref}} \) to correct the shear stress.
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Appendix A. Multiphase incompressible fluid flow—theory and formulations

A general description of the theory and the constitutive equations used to analyze the flume experiments are briefly presented here. In the formulation, the different phases are denoted by lowercase Greek letters, \( \alpha \) and \( \beta \), and the total number of phases is \( N_\alpha \). In the inhomogeneous model, each phase has its own velocity and other relevant flow fields while the pressure field is shared between the incompressible fluid phases (CFX, 2011a; 2011b). In this model, the fluids interact via the inter-phase mass and momentum transfer terms. The phase continuity equation is expressed by:

\[
\frac{\partial}{\partial t}(\rho_\alpha)_{\text{Ref}} + \nabla \cdot ((\rho_\alpha)_{\text{Ref}}\mathbf{U}_\alpha) = S_{\text{Ref}} + \sum_{\mu = 1}^{N_\alpha} \Gamma_{\alpha\mu}^\text{Ref} \tag{A.1}
\]

where, \( \rho_\alpha \), \( \mathbf{U}_\alpha \) are the phase volume fraction, density and velocity, respectively, and \( S_{\text{Ref}} \) is the user specified mass sources. \( \Gamma_{\alpha\beta}^\text{Ref} \) is the mass flow rate per unit volume from phase \( \beta \) to phase \( \alpha \), which must obey the rule:

\[
\Gamma_{\alpha\beta}^\text{Ref} = -\Gamma_{\beta\alpha}^\text{Ref} \Rightarrow \sum_{\alpha = 1}^{N_\alpha} \Gamma_{\alpha\beta}^\text{Ref} = 0.
\]

It is important to define the direction of the mass transfer in the conservative equations. A convenient method is to express \( \Gamma_{\alpha\beta}^\text{Ref} \) by:

\[
\Gamma_{\alpha\beta}^\text{Ref} = \Gamma_{\alpha\beta}^\text{Ref}_1 - \Gamma_{\alpha\beta}^\text{Ref}_2.
\]

The term \( \Gamma_{\alpha\beta}^\text{Ref}_1 > 0 \) represents a positive mass flow rate per unit volume from phase \( \beta \) into phase \( \alpha \). The volume fraction is bound by:

\[
\sum_{\alpha = 1}^{N_\alpha} \Gamma_{\alpha\beta}^\text{Ref} = 1.
\]

The momentum equation for a continuous fluid phase is expressed by:

\[
\frac{\partial}{\partial t}(\rho_\alpha)_{\text{Ref}}\mathbf{U}_\alpha + \nabla \cdot ((\rho_\alpha)_{\text{Ref}}\mathbf{U}_\alpha \otimes \mathbf{U}_\alpha) = -\rho_\alpha \nabla P_\alpha + \nabla \cdot (\mu_\alpha (\nabla \mathbf{U}_\alpha + (\nabla \mathbf{U}_\alpha)^T))
\]

\[
+ \sum_{\mu = 1}^{N_\alpha} (\Gamma_{\alpha\mu}^\text{Ref}_1 \mathbf{U}_\alpha - \Gamma_{\alpha\mu}^\text{Ref}_2 \mathbf{U}_\alpha) + S_{\text{Ref}} + M_\alpha \tag{A.2}
\]

where, \( P_\alpha \) and \( \mu_\alpha \) are the pressure and viscosity, respectively, and \( S_{\text{Ref}} \) is the user defined momentum sources due to external body forces. \( M_\alpha \) is the sum of interfacial forces acting on phase \( \alpha \) due to the presence of other phases and is obtained from:

\[
M_\alpha = \sum_{\mu = 1}^{N_\alpha} M_{\alpha\mu} = M_{\alpha D} + M_{\alpha L} + M_{\alpha IB} + M_{\alpha LM} + M_{\alpha TD} + ...
\tag{A.3}
\]

where, the terms indicated above, in order, represent the inter-phase drag force, lift force, wall lubrication force, virtual mass force and turbulence dispersion force. Finally, the term \((\Gamma_{\alpha\beta}^\text{Ref}_1 \mathbf{U}_\alpha - \Gamma_{\alpha\beta}^\text{Ref}_2 \mathbf{U}_\alpha)\) represents the momentum transfer induced by the inter-phase mass transfer. The governing transport equations result in \( 4 \times N_\alpha + 1 \) equations with \( 5 \times N_\alpha \) unknowns that correspond to \((u, v, w, r, P)\) for \( \alpha = 1 \) to \( N_\alpha \). Given that the fluids in the inhomogeneous

analysis of the drag forces as well as the block flow characteristics. The calculated results agreed well with those measured in the experimental program and made it possible to complement the experimental data. Such numerical analysis tools may efficiently be utilized to analyze multiphase flows of similar settings.

A major conclusion is that at high shear strain rates, the undrained shear strength of saturated clays becomes insensitive to the reference shear strain rate, \( \gamma_{\text{Ref}} \), and stress level. In other words, cohesive soils behave as viscous material when interacting with objects such as a pipeline at shear rates much larger than those used to establish the \( S_{\text{Ref}} \) in the field or laboratory. At high shear strain rates (e.g. rapid impact of a glide block on submarine pipeline), there is insufficient time for the pore pressures to dissipate and therefore, the soil essentially behaves as a viscoplastic material along and in the vicinity of the shearing plane. Sheahan et al. (1996) also arrived at a similar conclusion from their experimental study. The magnitude of \( S_{\text{Ref}} \) obtained from standard laboratory or field tests may slightly vary as the tests are carried out at different rates. Therefore, relationships such as those given by Eqs. (4)–(7) are helpful to compare the undrained shear strengths conventionally obtained from different testing methods with different \( \gamma_{\text{Ref}} \). These equations hold true at very low shear rates and yield reasonable estimates; however, their extrapolation to obtain \( S_{\text{Ref}} \) at very high shear rates (i.e. orders of magnitude) requires caution, and be preferably avoided for the reasons explained earlier. It should be noted that while it is very important to correctly determine \( S_{\text{Ref}} \), it only constitutes the starting point on the shear stress–shear strain curve encompassing shear rates in the order of 10’s or even 100’s reciprocal seconds, which occur in the cases of debris flow and glide block impact on pipelines and seabed installations.

In such cases where very high shear rates exist, a more suitable approach would be to use constitutive models more suitable for describing flow of viscous material. The Herschel–Bulkley model can potentially fully describe the shear stress–shear strain rate relationship for wide range of shear rates. Further, it offers a good deal of flexibility and numerical stability when coded into hydrodynamic formulations or other shear strain rate based codes. It can easily be constituted using standard laboratory procedures as outlined in ASTM (D4648–10 and D2196–05).

Finally, the approach described herein provides a simple solution for estimating the drag forces on pipelines caused by impact of an intact block of clay. It essentially treats the cohesive soil block as a visco-plastic material, which holds true for the zones along and in the vicinity of the shearing plane. Particularly for the dynamic case of glide block impact on submarine pipeline where...
multiphase flow share the same pressure field, the transport equations are solved by imposing the constraint of \( p = p_s \) for all \( \alpha = 1 \) to \( \alpha = \rho_s \).
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