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ABSTRACT 
In this paper, we investigate the application of concurrent 
error detection circuitry to a compact application-specific 
integrated circuit (ASIC) implementation of the Advanced 
Encryption Standard (AES). The specific objective of the 
design is to develop a method suitable for compact ASIC 
implementations targeted to embedded systems such that 
the system is resistant to fault attacks. To provide the 
error detection, recognizing that previously proposed 
schemes are not well suited to compact implementations, 
it is proposed to adopt a hybrid approach consisting of 
parity codes in combination with partial circuit 
redundancy. For compact ASIC implementations, taking 
such an approach gives a better ability to detect faults 
than simple parity codes, with less area cost than 
proposed schemes which use full hardware redundancy. 
The results of the implementation analysis in this paper 
show that it is possible to implement an error detection 
scheme that is robust to multiple faults in a compact AES 
design such that about 39% of the overall system is 
devoted to the error detection functionality. 
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1.  Introduction 
 
Since the National Institute of Standards and Technology 
(NIST) announced the selection of Rijndael as the 
Advanced Encryption Standard (AES) in November 2001 
[1], AES has been accepted as the popular means to 
encrypt sensitive commercial and government data. 
Various hardware implementation architectures and 
optimizations have been proposed for different 
applications. Implementations that are compact in area, 
suitable for practical low-end embedded applications, 
such as smart cards, PDAs, cell phones, and other mobile 
devices are the focus of this paper. 
    Deliberately inducing malicious faults into 
cryptographic implementations and breaking the secret 
keys or cipher structures from the information resulting 
from faulty computations is a practical and efficient 
cryptanalysis technique called fault-based cryptanalysis, 

first proposed by Boneh, Demillo, and Lipton [2], and 
more recently applied to AES [3]. It is well understood 
that one approach to guarding against fault attacks on 
ciphers is to implement concurrent error detection (CED) 
circuitry along with the cipher functional circuit so that 
suitable action may be taken if an attacker attempts to 
acquire secret information about the circuit by inducing 
faults. 
    The objective of the research in this paper is to 
investigate a compact ASIC implementation of AES with 
concurrent error detection. It attempts to create a bridge 
between the area requirements of embedded applications 
and effective fault attack resistance, such that the system 
is able to effectively detect faults with modest area 
overhead.  
 
1.1  Advanced Encryption Standard 
 
AES is a symmetric-key block cipher with a data block 
length of 128 bits, which supports different key lengths of 
128, 192 or 256 bits. In this paper, we consider the 
implementation of the 128-bit key system only, as this is 
the most commonly implemented form of AES. 
     AES can be used to both encrypt and decrypt data. For 
the 128-bit key implementation, the encryption and 
decryption processes consist of 10 rounds of operations. 
There are four main operations on the datapath in each 
round for the encryption process, as illustrated in Figure 
1: byte-substitution, shift-row, mix-column and add-
round-key. Another important function is the key 
expansion, which takes the 128-bit key and generates 
round keys (labeled as Ki in Figure 1) to be applied to 
each round.   
    We now briefly describe the significant operations of 
the cipher. For the detailed description, the reader is 
referred to [4]. For convenience in the description, the 
128-bit data is divided into 16 bytes and arranged as a 
two-dimensional 4-by-4 array of bytes. 

(1) byte-substitution: Each byte is substituted by the 
corresponding element in a table referred as an s-
box. The s-box is an 8-bit input, 8-bit output 
component, and, hence, is represented by a table 
that contains 256 8-bit values. The byte-
substitution operation is the only non-linear 
operation in the algorithm. 



 

 
Figure 1. AES Encryption and Decryption 

 
(2) shift-row: The shift-row operation is a simple 

transposition operation on the bytes of each row 
in the array. The first row has no shift, the 
second row has a left rotation of 1 byte, the third 
row has a left rotation of 2 bytes, and the last 
row has a left rotation of 3 bytes.  

(3) mix-column: In this operation, a fixed array is 
used to perform multiplication using modulo x4 
+1 with each column over GF(28). For 
encryption, the mix-column operation is 
performed at each round except the last one. 

(4) add-round-key: The add-round-key operation is a 
bit-wise exclusive-or (XOR) operation of the 
whole data block and round key. There is one 
key addition operation before the first round for 
pre-whitening. 

(5) key expansion: The key expansion algorithm, or 
key expander, can take an initial key of length 
128 bits, 192 bits or 256 bits. For a 128-bit key, 
the key expander takes the 128-bit initial key as 
four 32-bit words of input and generates 40 
words to provide each of the 10 rounds with a 4-
word round key.  Each of the round keys 
depends on the key of the previous round. 

    The decryption process for AES has a slightly different 
structure from encryption. However, with some changes 
in the operation order and the key expansion function, an 
equivalent decryption structure can be achieved using 
inverse functions for the byte-substitution, shift-row and 
mix-column operations. 
 
1.2  AES Hardware Implementations 
 
The AES algorithm has a simple structure and can be 
implemented efficiently on a wide range of platforms. 

Although the software realization of the AES algorithm 
can lead to relatively high throughput when compared to 
other block ciphers, hardware implementations such as 
special purpose cryptographic processors are desirable in 
many practical applications. Hardware implementations 
can generally be viewed as falling into one of two 
categories: (1) high-speed implementations and (2) 
compact implementations. In this paper, we focus on the 
compact implementation of AES targeted to lower speed 
systems such as cell phones and PDAs and other 
embedded systems, such as smart cards. In these 
applications, the main concern is to minimize the area and 
limit power consumption of the design.  

Compact AES hardware implementations are typically 
iterative designs based on one-round or quarter-round 
loop architectures, with the application of design 
techniques for hardware resource sharing such as the 
merging of the encryption and decryption datapaths and 
the reuse of components between the datapath and key 
expander.  
    Several papers have reported compact designs for AES 
ASIC implementation.  For example, in [5], the design 
uses a methodology to minimize the s-box component 
area using arithmetic operations in a composite field of 
the form GF(((22)2)2). The cipher architecture uses an 
iterative quarter-round structure. That means the width of 
the datapath is 32 bits, so that four s-boxes are processed 
each pass of the loop. Hence, a full round of 128-bit data 
needs four clock cycles to be finished. The hardware 
resources are efficiently shared between the encryption 
and decryption processes, including the sharing between 
s-box and inverse s-box and mix-column and inverse mix-
column. The s-boxes are reused between datapath and key 
expander as well. The key expander generates the round 
keys on-the-fly, saving the memory area needed to store 



the pre-computed keys. The design produced is an 
extremely small 128-bit key AES circuit of 5.4k gates 
based on a 0.11 � m CMOS standard cell library and the 
system has a throughput of 311 Mbps. 
    A more recent compact implementation of AES [6] is 
able to achieve an even lower gate count of about 3.4k 
gates for the circuit in 0.35 � m CMOS technology. 
Additionally, the circuit is designed for low power 
consumption. This is principally achieved with an 
iterative design based around the use of only one s-box in 
each iteration. As a result, the speed of the circuit is 
dramatically less than other designs and is only 9.9 Mbps. 
    In the work presented in this paper, we have chosen to 
focus on the iterative architecture based on the quarter-
round or four s-box iteration, as we have assumed that the 
speed penalty paid for a reduction in circuit size as in [6], 
is undesirable for many applications. 
    It should also be noted that several papers have 
investigated the low complexity implementation of the 
AES s-box [5, 7, 8]. This work principally focuses on the 
implementation of the s-box based on composite field 
representation in GF(((22)2)2) or GF((24)2). In [9], various 
s-box implementations are considered and the 
implementation of [7] is selected for the design presented 
in this paper for its low complexity and performance. 
 
1.3  Fault-Based Cryptanalysis 
 
Although today’s hardware implementations are relatively 
reliable, it is still possible and practical for opponents to 
intentionally induce faults into hardware computations, 
especially for small, portable devices such as smartcards 
and other embedded systems. Fault-based cryptanalysis is 
a powerful attack technique that deliberately injects faults 
into the cryptographic devices and exploits the fact that 
the erroneous computations leak secret parameters or 
sensitive information about the cipher. This attack idea 
was first proposed in [2] and, subsequently, in [10], the 
attack was extended to symmetric cryptosystems such as 
DES. Fault analysis has now been applied to AES [3].  
Different fault-based attacks are associated with different 
assumptions for fault models. As noted in [3], attacks 
must consider several aspects of a fault model such as (1) 
whether the fault is permanent or transient, (2) whether 
the fault location and/or timing of the fault can be 
controlled, (3) the type of fault (eg. bit flip or stuck-at-
0/1), and (4) the number of faults induced. The results 
show that AES is sensitive to fault-based attacks and the 
recovering of the secret key can be achieved by using a 
small number of faulty ciphertexts under certain hardware 
fault models. 
 
1.4  Concurrent Error Detection for AES 
 
Concurrent error detection checks the system operation 
during the computation to guarantee the system output is 
correct. If an erroneous output is produced, CED will 
detect the presence of the faulty computation and the 
system can discard the erroneous output before 

transmission. Thus, the encryption system can achieve 
resistance to malicious fault-based attacks. Any CED 
technique will introduce some overhead into the system 
since circuitry must be added that predicts the system 
output or some characteristic parameter of the system 
output used to check the correctness of the system.  
 
(i) Techniques Based on Hardware or Time Redundancy 
 
Straightforward duplication of the encryption hardware 
for self-checking is the simplest form of the redundancy 
technique for concurrent error detection. The output of the 
duplicated circuit is compared with the result of the 
original hardware, and any mismatch means the detection 
of errors. The method can detect any type or any number 
of fault injections if the duplicated module is fault-free, 
and is highly likely to detect any errors even if faults 
occur in both the original and duplicated hardware as long 
as the faults do not occur at the same location. Since the 
original circuit and duplicated module are working 
simultaneously, this technique does not cause any notable 
time delay or degradation of the original hardware 
performance. However, it requires considerable hardware 
overhead of more than 100%. Therefore, this method is 
not suitable for area critical applications.  
    The time redundancy technique involves encrypting or 
decrypting the same data a second time using the same 
datapath and comparing the two results. This method has 
more than 100% time overhead and is only applicable to 
transient faults. For permanent faults in the circuit, since 
the same faults occur in both computations, the system 
can not detect errors. 
    A hardware and time redundancy approach for the AES 
system was proposed in [11] by employing the inverse 
relationship between the encryption and decryption 
process. This method performs a test decryption of the 
encrypted data and then checks if the decrypted data 
matches the original message or not. The authors 
exploited the inverse relationship between the encryption 
and decryption process at the algorithm level, round level 
and individual operation level. The method is able to 
detect any type and any number of faults, but it needs a 
separated datapath for encryption and decryption. 
Compared to an encryption/decryption integrated 
datapath, like the AES compact implementation to be 
presented in this paper, this method results in more than 
100% hardware overhead.  
 
(ii) Techniques Based on Error Detection Codes 
 
Error detection coding techniques have been applied to 
CED in block ciphers in several papers and the fault 
detection coverage usually depends on the particular 
adopted coding schemes and hardware implementation 
details.  
    A simple parity check, with the advantage of low 
hardware overhead, has been proposed as a CED method 
for AES in [12] and [13, 14]. The detection latency and 
fault detection coverage depend on how many parity bits 



the system uses and the locations of the checking points. 
In [12], a low-cost approach of concurrent parity checking 
for the AES algorithm is proposed. In this method, a 
simple parity bit for a 128-bit data block is used and this 
parity is modified at each step of the AES algorithm to 
generate the prediction of the output parity. The predicted 
parity is then compared to the actual output parity of each 
round to detect if there is any error in the system. The 
checking points are set at the end of every round, so the 
detection latency is the time needed to process data for 
one round. The parity prediction of the cipher's linear 
operations (i.e., shift-row, mix-column and add-round-
key) is straightforward and the prediction of the non-
linear byte-substitution is accomplished by using an extra 
output bit associated with each s-box to predict the output 
parity of the s-box. This approach is well suited to 
memory-based s-box implementations and, in this 
context, it is guaranteed to correct single bit faults. 
However, since only a single parity bit is used for the 
128-bit datapath, this implementation will not detect 
many multiple fault scenarios. Further, a single parity bit 
for an s-box output does not provide a robust error 
detection for compact ASIC implementations of AES, 
such as the one proposed in this paper, which use a 
combinational-logic based s-box implementation, since it 
is possible for some types of single faults (that occur 
within the s-box logic), as well as many other multiple 
fault scenarios, to be undetectable. 
     The method presented in [13, 14] is similar to [12], but 
it associates one redundant parity bit with each byte of the 
128-bit data block. Thus the parity code for this approach 
uses 16 bits. This 16-bit parity code uses more hardware 
overhead for parity code storage and prediction, but it has 
better fault detection coverage than the 1-bit parity code 
scheme. However, again the approach uses a parity bit 
prediction of the output of s-box assuming a memory-
based s-box implementation and is therefore not well 
suited to compact ASIC implementations in that many 
single and multiple fault scenarios will be undetectable. 
    Other CED methods include systematic nonlinear error 
detection codes [15]. This scheme has better fault 
detection coverage than a normal linear code, and the 
design introduces a linear predictor to protect the 
encryption, decryption and key expander with about 75% 
hardware overhead for FPGA implementations. 
Unfortunately, the overhead analysis in [15] does 
adequately describe the design of AES and it is not clear 
that the results for a compact implementation would not 
be worse. Also, recently, in [16], the application of cyclic 
redundancy checks to error detection in AES is presented. 
Several techniques are considered varying from schemes 
such as a pure-parity approach to a hybrid of parity and 
redundancy. Unfortunately, although the authors do 
discuss the overhead associated with each scheme, they 
do not examine an actual implementation to characterize 
the impact of the concurrent error detection on the area of 
real implementations. 
    In this paper, we examine the application of a hybrid 
concurrent error detection scheme in the context of an 

actual implementation of a compact ASIC design of AES. 
Our proposed scheme has the advantage that it is effective 
for implementations that do not rely on memory-based s-
box structures. As a result, most multiple faults and all 
single faults can be detected and, as shown, the area 
overhead is modest, especially when it is considered that 
the targeted design is a compact architecture.  
 
2.  A Compact AES Implementation 
 
In this section, we outline a compact AES 
implementation, first referred to in [9] and detailed in 
[17].  In terms of hardware implementation, s-boxes are 
the most complex components in the AES algorithm and 
the s-boxes have an important influence on the area, speed 
and power consumption of the overall AES system. 
Hence, in [9], the iterative structure and three methods of 
compact s-box implementation were investigated through 
synthesis targeted at 0.18 � m CMOS technology. Based 
on the studies, by considering the trade-off of area and 
speed, it was decided to focus the design investigation on 
an architecture based on a quarter-round iteration (i.e., 
processing of 4 s-boxes per pass of the iterative loop) 
using s-boxes constructed based on a composite field 
representation of the form GF((24)2) [7].  
 
2.1 Encryption/Decryption Architecture with Key 
Expansion 
 
In the compact design, the encryption and decryption 
functionality are merged into one equivalent architecture 
and circuitry is provided for key scheduling on-the-fly 
(that is, in parallel with the datapath) for encryption and 
decryption. The hardware components are shared as much 
as possible to reduce the circuit size. The 
encryption/decryption architecture is shown in Figure 2, 
where the unlabelled boxes in the diagram represent 
registers. Since the architecture operates on 32 bits of 
datapath per iteration, a full round requires four iterations. 
The 32-bit shift registers not only work as data registers 
but also implement the shift-row operation.   
    In order to share the hardware resources between the 
encryption and decryption processes, it is necessary to 
modify the order of operations for the structure. Firstly, 
the order of byte-substitution and shift-row for the 
encryption process is exchanged. Since both of the 
operations are byte-oriented, this does not alter the result 
of the round. The second change of structure involves 
exchanging the order of mix-column and add-round-key 
for the decryption process. This change causes a 
corresponding change in the key expander such that the 
inverse mix-column is added at the end of key scheduling 
function.   Also the multiplicative inverse in GF(28) for 
the s-box and inverse s-box is shared, as well as the 
hardware between mix-column and its inverse operation. 
    The key expander needs the byte-substitution operation 
to generate the key for encryption and decryption. Since 
the s-box is the most costly component in the circuit, 
sharing between the datapath and the key expander is a 



 
Figure 2. Encryption-Decryption Datapath 

 
 

 
Figure 3. Encryption-Decryption Key Expander               

 
good method to reduce the circuit size. Multiplexers are 
used after the shift-row operation to select to process 
cipher data or the round key. The key is taken after byte-
substitution back to the key expander to continue the key 
process. This sharing of s-boxes causes an increase of one 
clock cycle in the datapath for each round in the 
encryption and decryption. The key expander circuit is 
illustrated in Figure 3. 

2.2  Hardware Complexity Analysis 
 
The complete AES algorithm has been designed, 
simulated, and synthesized using the 0.18 � m CMOS 
standard cell library with the Synopsys Design Analyzer 
as the design tool. Synthesizing based on minimizing the 
area of the circuit resulted in about 6.7k gates with the 
throughput of the circuit being 112 Mbps. The resulting 



relative complexities of the various components are given 
in Table 1. 

 
(a) Datapath 

 

 
 (b) Key Expander 

 

 
(c) Complete AES System 

 
Table 1. Complexity of Compact AES Implementation 

 
3.  Concurrent Error Detection Applied to 
Compact AES 
 
In this section, we now consider the application of an 
effective error detection scheme to the compact AES 
implementation described in the previous section. The 
proposed scheme is capable of detecting single bit errors 
caused by maliciously induced faults by attackers, as well 
as most multiple error scenarios. Subsequent to error 
detection, appropriate action is taken to suppress release 
of the flawed ciphertext from the system, thereby 
minimizing the cipher's susceptibility to fault-based 
attacks.  
 
3.1   Proposed Scheme for Error Detection 
 
Based on the review of concurrent error detection 
techniques and proposed schemes for CED of AES, we 
have investigated an error detection approach for our AES 
implementation that is a hybrid scheme combining both 
parity checking and hardware redundancy techniques. 
Although multiple parity bits can be an effective 
mechanism for detecting single and multiple bit errors, 
applying a parity bit to the s-box output is not useful 
when a fault is induced inside the combinational circuit of 
the s-box resulting in an even number of errors at the s-
box output that can not be detected. Therefore, hardware 
redundancy for the s-boxes is particularly attractive when 

the s-boxes are implemented using a compact approach 
realized as combinational logic. For the mix-column, 
shift-row and add-round-key operations, the parity 
checking schemes are effective with small cost, so parity 
checking is adopted for these operations. The proposed 
scheme is implemented and analyzed based on our 
compact hardware implementation of the AES algorithm, 
and the CED scheme is applied to the whole AES system 
including the encryption/decryption datapath and key 
expander.  
    A multiple-bit parity code similar to [13, 14] is adopted 
instead of the 1-bit parity code of [12] even though the 1-
bit parity code has smaller hardware overhead, because 
the multiple-bit parity code achieves better fault detection 
coverage for multiple faults. Each bit in the parity code 
represents a parity bit for each byte in the data. However, 
our scheme differs from [13, 14], in that the s-boxes are 
duplicated while using parity prediction for other 
components in the system, rather than using a pure parity-
based scheme which favours a memory-based 
implementation of the s-boxes. For parity prediction of 
mix-column, the same modification algorithm as in [13, 
14] is used. Check points are placed within each round to 
achieve good detection latency and higher fault detection 
coverage. The objective of the design is to yield fault 
detection coverage of 100% for the single faulty bit model 
and high coverage for multiple fault scenarios, assuming a 
fault model of a transient or permanent fault as a stuck-at-
0 or stuck-at-1 fault in combinational logic and gate 
wiring or a bit-flip fault in registers.  
    The hybrid CED scheme applied to the quarter-round 
iterative structure is shown in Figure 4. The variables sr0, 
sr1, sr2 and sr3 are four bytes of data in the row r, and pr0, 
pr1, pr2 and pr3 are their corresponding four parity bits. 
Here we will explain the parity prediction and checking 
for each operation in more detail: 

Data Registers and Shift-Row: A parity generator is 
needed to generate the parity code of the original and 
updated data and put a 4×4 parity code into four 4-bit 
shift registers according to the corresponding data 
byte position. These small parity shift registers are 
shifted and loaded with the same pace as the data 
registers. A parity checker is placed at the output of 
the registers to detect the fault in the data registers 
and shift-row transformation. 
Byte-Substitution: Since the simple parity checking is 
not sufficient for the combinational logic of the s-box 
based on arithmetic in GF((24)2), the s-boxes are 
duplicated in hardware. An equality checker is 
located at the output of the s-boxes to check any fault 
in s-box computation. Moreover, another parity 
generator is needed to generate the new parity bits 
after the byte-substitution transformation for the use 
of parity checking of mix-column.  
Mix-Column: The same mix-column (and inverse 
mix-column) parity prediction method as in [13, 14] 
is adopted. After the mix-column operation, a check 
point is applied to detect any fault that may have 
occurred. 

Component Complexity (% area) 
enc/dec s-boxes 24.7 

data registers 22.7 
mix-column+inverse 7.1 

XORs 5.0 
multiplexers 2.6 

Total 62.1 

Component Complexity (% area) 
registers 12.5 

multiplexers 10.4 
inverse mix-column 7.1 

XORs 4.2 
round constant calculation 1.3 

Total 35.5 

Component Complexity (% area) 
enc/dec datapath 62.1 

key expander 35.5 
system controller 2.4 



 

⊕

 
 

Figure 4. Hybrid CED Structure 
 
Add-Round-Key: Since this operation is simple XOR 
gates, the prediction for the new parity is just the 
XOR between the old parity and round key parity for 
each byte. Also, a check point is applied after this 
operation. 

    The CED scheme is able to detect all single faults 
occurring at the input of each round, between the round 
operations or inside of each round operation. Because all 
single faults inside of mix-column result in an odd 
number of erroneous bits at the output, the resulting errors 
can be detected by parity checking [13]. Since the shift-
row and add-round-key operation are simply implemented 
by wiring and XOR gates, all single faults result in a 
single error as well, which can be detected by parity 
checking. If a single fault is injected inside of the s-box 
circuit, the comparison of the faulty s-box output with the 
unfaulty s-box output will ensure that the fault is detected. 
    For multiple faults, the situation is more complex. For 
the portions of the circuit protected by the parity code, 
faults that result in an odd number of errors can be 
detected. As well, faults that result in an odd number of 
errors in a byte of the datapath will also be detected, even 
if the total number of errors is even. The parity code can 
not detect the faults that result in an even number of 
errors such that all bytes have an even number of errors. 
For the s-boxes, since the scheme is based on the 
duplication of s-box computation, all multiple fault 
scenarios will be detected, except for the unlikely cases 
where the same errors occur at the output of both s-box 
sets.  
    The system can detect the errors shortly after the faults 
are induced because the detection latency is only the 
output delay of each operation. Once an error is detected, 
the data currently being processed is discarded. Since the 
key scheduling uses similar functions as the datapath, a 

similar CED approach has been applied to the key 
expander. 
 
3.2   Hardware Complexity Analysis 
 
We have implemented the hybrid CED scheme for our 
AES compact hardware implementation, including both 
the encryption/decryption datapath and key expander. The 
system was synthesized to minimize area and, hence, can 
be compared to the original synthesized circuit without 
CED, which resulted in 6.7k gates. The resulting circuit 
for the AES system with concurrent error detection 
requires an area equivalent to 10.9k gates, with 39.1% of 
the circuit dedicated to CED. This is equivalent to an area 
overhead of 64.3% with respect to our original compact 
AES hardware system. A summary of the overhead of the 
scheme is shown in Table 2. 
 

Component 

Original 
Circuit 

(without 
CED) 
(gates) 

CED Circuit 
(gates) 

CED 
Overhead 

datapath 4228 2555 60.4% 
key expander 2428 1613 66.4% 

complete system 6656 4278 64.3% 
 

Table 2. Complexity of Hybrid CED Scheme 
 
 
3.  Conclusion 
 
The primary focus of this paper has been the study of a 
compact hardware implementation of the AES system 
with concurrent error detection. The AES implementation 
is aimed at area-critical embedded applications, such as 



smart cards, PDAs, cell phones, and other mobile devices. 
The proposed hybrid CED scheme achieves effective 
detection for single faults and most multiple faults with 
about 39% of the final compact AES system dedicated to 
the CED functionality.  
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