Radio resource management (RRM) plays a major role in Quality of Service (QoS) provisioning for wireless communication systems. The performance of RRM techniques has a direct impact on each user’s individual performance and on the overall network performance. Arriving (new and handoff) calls are granted/denied access to the network by the call admission scheme (CAC) based on predefined criteria, taking the network loading conditions into consideration. CAC in wireless networks has been receiving a great deal of attention during the last two decades due to the growing popularity of wireless communications and the central role that CAC plays in QoS provisioning in terms of the signal quality, call blocking and dropping probabilities, packet delay and loss rate, and transmission rate. In the first and second generation of wireless systems, CAC has been developed for a single service environment. In the third generation and beyond wireless systems, multimedia services such as voice, video, data, and audio are to be offered with various QoS profiles. Hence, more sophisticated CAC schemes are developed to cope with these changes. This article provides a comprehensive survey of CAC schemes in modern wireless networks.

**ABSTRACT**

Radio resource management (RRM) plays a major role in Quality of Service (QoS) provisioning for wireless communication systems. The performance of RRM techniques has a direct impact on each user’s individual performance and on the overall network performance. RRM techniques encompass frequency and/or time channels, transmit power, and access to base stations [1] in order to control the amount of the assigned resources to each user with the objective of maximizing some function such as the total network throughput, total resource utilization, or total network revenue, subject to some constraints such as the maximum call blocking/dropping rate and/or the minimum signal to interference ratio. The performance of RRM techniques has a direct impact on each user’s individual performance and, more importantly, on the overall network performance. For instance, the allocated transmitter power for a user not only determines the QoS offered to this user, it also affects the interference level that other users receive, and as a result it influences the signal quality of other users.

Radio resources are managed using various schemes that can be grouped in three sets. The first set includes frequency/time resource allocation schemes such as channel allocation, scheduling, transmission rate control, and bandwidth reservation schemes. The second set consists of power allocation and control schemes, which control the transmitter power of the terminals and the base stations. The third set comprises call admission control, base station (BS) assignment, and handoff algorithms, which control the access port connection.

As shown in Fig. 1, arriving calls are granted/denied access to the network by the call admission scheme (CAC) based on predefined criteria, taking the network loading conditions into consideration. Traffic of admitted calls is then controlled by other RRM techniques such as scheduling, handoff, power, and rate control schemes.

CAC has been extensively studied in wireline networks as an essential tool for congestion control and QoS provisioning. Different aspects of CAC design and performance analysis, particularly in the context of broadband integrated service digital network (B-ISDN) based on asynchronous transfer mode (ATM) technology, have been investigated in [2]. However, the problem of CAC in wireless networks is more sophisticated due to the unique features of wireless networks such as channel multiple access interference, channel impairments, handoff requirements, and limited bandwidth.

CAC in wireless networks has been receiving a great deal of attention during the last two decades due to the growing
popularity of wireless communications and the central role that CAC plays in QoS provisioning in terms of the signal quality, call blocking and dropping probabilities, packet delay and loss rate, and transmission rate. In the first and second generation of wireless systems, CAC has been developed for a single service environment. In third generation (3G) wireless systems, multimedia services such as voice, video, data, and audio are offered with various QoS profiles. Hence, more sophisticated CAC schemes are developed to cope with these changes.

This article provides an overview of various aspects of CAC schemes in modern wireless networks. The next section discusses the main reasons of using CAC schemes. Then, a classification of CAC schemes is provided. Next, CAC for controlling signal quality is discussed. The following section analyzes CAC schemes for controlling call dropping probability. CAC schemes for controlling packet-level QoS parameters and for transmission rate control are discussed in the following two sections. Then, revenue-based CAC schemes are discussed followed by CAC for service/class prioritization. Then, CAC for fairness is presented. Finally, the emerging trends and future research issues are discussed in the last section.

**Main Reasons for Using CAC Schemes**

To guarantee QoS parameters

**Signal Quality:** CAC is essential to guarantee the signal quality in interference-limited wireless networks. For instance, CDMA wireless networks have a soft capacity limit so that the more loaded the network is, the more deteriorated is the signal quality for users in terms of the interference level or the signal to interference ratio (SIR). Hence, CAC schemes admit users only if it can maintain a minimum signal quality to admitted users (including the new call and existing calls). In this case, the admission criterion can be the number of users (per cell and/or per group of neighbor cells), interference level or SIR, total transmitted power by BS, or received power by either BS or the mobile station.

**Call Dropping Probability:** Since dropping an active call is usually more annoying than blocking a new call, CAC is employed in bandwidth-limited wireless networks to control the handoff failure probability ($P_{hf}$). This can be implemented by reserving some resources for handoff calls exclusively. The admission criterion can be either the number of users (per class in a multiple-class system) or an estimate of handoff failure probability. Resources availability can also be used as a criterion for admission. Whatever the used admission criterion, handoff calls receive less stringent admission conditions compared with a new call, which might lead to an increase in the new call blocking rate ($P_{b}$).

**Packet-Level Parameters:** When packet-oriented services are provided by wireless networks, network overloading can cause unacceptable excessive packet delay and/or delay jitter. The throughput level at the network or user level can also be dropped to unbearable levels. Therefore, CAC should be used to limit the network level to guarantee packet-level QoS parameters (packet delay, delay jitter, and throughput). In this case, the number of users, resource availability and/or an estimate of the packet-level QoS parameters can be utilized as an admission criterion.

**Transmission Rate:** CAC schemes are used in wireless networks offering data services to guarantee a minimum transmission rate. The use of CAC to ensure a minimum transmission rate has been studied extensively in wireline networks. The problem, however, is more complicated in wireless networks because of user mobility (implying handoff and link quality variations), limited bandwidth, and mutual cochannel interference.

**Others**

**Revenue-Based CAC:** From the network perspective, a new call admission has both rewards and penalties. The reward comes from the utilization of network resources for a certain amount of revenue. However, there is a potential penalty, particularly at high network loading values, which can be manifested as deterioration in the QoS offered to the already admitted users and even potentially some call dropping. Hence, CAC can be used to increase the network revenue function based on the potential reward and penalty of admitting new calls. In this case, the admission criterion can be the number of users or an estimate of the probability of QoS deterioration (e.g. lower transmission rate than the acceptable level).

**Prioritize Some Services/Classes:** Giving higher priority to
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some services or classes can be one of the objectives of CAC schemes. For instance, there is a common belief among network operators and researchers as well that voice services should be given higher priority over data services since the former are more rewarding (at least for the time being) to the network operators. Also, giving higher priority to some classes inside the same service might be needed to differentiate between different user classes based on some criteria such as the subscription fees or the urgency of the call.

Fair Resource Sharing: Fairness among different users in the same class (with different channel conditions and mobility characteristics) and among users of different classes is one of the objectives of CAC. CAC can be employed to admit/reject users based on the allocated resources such that no user class dominates the system resources.

CAC CLASSIFICATION

CAC schemes can be classified based on various design options. Each design option has its own advantages and disadvantages, as discussed below. Table 1 lists the different design options with their advantages, disadvantages, and some comments. For instance, CAC schemes are classified based on the centralization of the decision making as centralized and distributed. In centralized schemes one entity such as the mobile switching center (MSC) controls the admission in the whole network (e.g., [3, 4]), while in distributed schemes CAC is performed in each cell by the BS (e.g., [5, 6]). Central CAC schemes can be more efficient (due to the global information availability) but they are more complex, and that is why they are not used in real wireless networks.

The amount of available information for the admission controller might span the whole network, as in global CAC schemes (e.g., [3, 4]); consider a restricted area in the network (a cluster or all surrounding cells of the incoming call), as in semi-local schemes (e.g., [6, 7]); or limit itself to the information in the cell of the incoming call, as in local schemes (e.g., [5, 8]). Global information can be implemented in a distributed manner if information exchange between BSs is employed.

CAC schemes can be classified based upon the number of services/classes. Single-class CAC has been dominant in first and second generation (2G) wireless networks when voice service was the main (and sometime the only) offered service (e.g., [5, 9]). With the growing interest of data and multimedia services, single-class CAC schemes are no longer sufficient, but they are not necessarily attainable, particularly in realistic scenarios with a large problem size and complicated system parameter interdependence. As such, heuristics and intelligent techniques (e.g., [3, 14]) are widely used to find suboptimal CAC scheme.

CAC schemes can be classified as proactive (parameter-based) or reactive (measurement-based). In proactive CAC schemes (e.g., [10, 15]), the incoming call is admitted/denied based on some predictive/analytical assessment of the QoS constraints. In reactive CAC schemes (e.g., [5, 16]), the incoming call might start transmission (by transmitting some probing packets or using reduced power). Then the reactive CAC scheme decides to admit/reject the call based on the QoS measurements during the transmission attempt at the beginning.

CAC can also be classified based on the information needed in the CAC process [17]. Some CAC schemes use the cell occupancy information [12, 18]. This class of CAC schemes requires a model or some assumption for the cell occupancy. Alternatively, CAC schemes might use mobility information (or estimation) in making the admission decision. The use of mobility information, however, is more complicated and requires more signaling.

The information granularity used in CAC schemes can be considered at the cell level or at the user level. If a uniform traffic model is assumed, information of one cell is enough to represent the whole network condition. In a non-uniform traffic model, however, information from different cells is required to model the network status, which increases the information size. The third case, in which information of each individual user is considered, of course leads to a huge information size.

CAC schemes have been designed either for the uplink (as in [9, 15]) or the downlink (as in [19, 20]). In the uplink, transmit power constraint is more serious than in the downlink since the MS is battery operated. On the other hand, CAC in the downlink needs information feedback from MSs to the BSs for efficient resource utilization. Applying CAC for both links jointly is crucial since some calls might be admissible in one of the links and non-admissible in the other, particularly for asymmetrical traffic. Jeon and Jeong have proposed in [21] a joint CAC scheme for both the uplink and downlink. The call request is admitted only if it is admissible in both uplink and downlink. The asymmetry between uplink and downlink traffic, which is one of the characteristics of some multimedia services such as Web browsing, has been taken into account by adjusting the allocated bandwidth to each link in the CAC based on the traffic characteristics in each link. It has been shown in [21] that this asymmetric allocation enhances resource utilization and other QoS parameters such as $P_s$ and $P_{hf}$. This work has been extended in [21] to investigate the same problem in CDMA networks. The impact of the bandwidth allocation between UL and DL on QoS parameters ($P_s$, $P_{hf}$ and outage probability ($P_{out}$)) has been analyzed using a SIR-based CAC scheme for voice and data (asymmetric) services. It has been shown that there is an optimum bandwidth allocation that minimizes the $P_s$, $P_{hf}$ and $P_{out}$.

CAC FOR CONTROLLING THE SIGNAL QUALITY

The signal to interference and noise ratio (SINR) is usually used as a good metric of the signal quality since there is always a direct mapping between the SINR and the bit error rate (BER) given particular coding and modulation techniques. Therefore, the outage probability ($P_{out}$) is usually defined as the probability that $\text{SINR} < \text{SINR}_{\text{min}}$ where $\text{SINR}_{\text{min}}$ is the minimum acceptable SINR. In interference-limited networks, the noise part is usually neglected and the signal to interference ratio (SIR) is usually used instead of SINR. Most CAC schemes that control the signal quality attempt to achieve a minimum SIR ($\text{SIR}_{\text{min}}$) or equivalently the energy per bit to interference density ratio ($E_b/I_0$). CAC for controlling the signal quality can be implemented in different approaches, as shown in Table 2.

In the following subsections, the CAC approaches listed in Table 2 are discussed in some detail based on the published work in the literature. These CAC schemes are mainly developed for CDMA networks. CAC schemes for controlling the signal quality in TDMA systems are discussed later. These CAC schemes are either interference/SIR-based or loading-based.
The most straightforward method to achieve a minimum SIR value (SIR\textsubscript{min}) for controlling the signal quality is to check the SIR value that can be achieved by the new call and admit the call if and only if this value is higher than the minimum SIR value. Various SIR-based CAC schemes have been proposed in the literature. In [9] two SIR-based CAC schemes have been proposed. Both schemes use the residual capacity \( R_k \) defined below as the admission criterion:

\[
R_k = \left\lfloor \frac{1}{SIR_{th}} - \frac{1}{SIR_k} \right\rfloor
\]

where \( SIR_k \) is the uplink SIR in cell \( k \), \( SIR_{th} \) is the threshold SIR, which is a design parameter \( (SIR_{th} > SIR_{min}) \), and \( \lfloor x \rfloor \) is the largest integer smaller than \( x \). The residual capacity \( R_k \) is calculated periodically, and when a new user arrives at cell \( k \), BS \( k \) checks whether \( R_k \) is greater than zero to admit the new call, otherwise the new call is rejected. The second algorithm modifies the definition of the residual capacity to take into consideration the impact of admitting the new call on cell \( k \) itself and its adjacent cells as well. Therefore, the admission criterion is chosen to be the minimum residual capacity of the target cells and its adjacent cells as well where the residual capacity in the adjacent cells is modified as follows

\[
R_{k,j} = \left\lfloor \frac{1}{SIR_{th}} - \frac{1}{SIR_j} \right\rfloor j \in C(k)
\]

where \( \beta \) represents the interference coupling between adjacent cells and \( C(k) \) is the set of adjacent cells to cell \( k \). If the minimum residual capacity is positive, BS \( k \) admits the new user, otherwise it is rejected. Results show that the first algorithm outperforms the second algorithm with homogenous traffic, while with hot spot traffic the second algorithm is superior to the first algorithm. In addition, results showed that both algorithms slightly outperform fixed CAC (with a fixed maximum number of users) in terms of \( P_b \) and \( P_{out} \). The definition of residual capacity has been modified in [28] to be able to predict more accurately the impact of admitting a new call in the target cell on its neighbor cells including adjacent and nonadjacent cells. Therefore, the residual capacity is given as

\[
R_{k,j} = \left\lfloor \frac{1}{SIR_{th}} - \frac{1}{SIR_j} - \frac{1}{L_m(j,k)} \right\rfloor j \in C(k)
\]

<table>
<thead>
<tr>
<th>Design choice</th>
<th>Option</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralization</td>
<td>Central</td>
<td>More efficient</td>
<td>Complex, unreliable</td>
<td>Unrealistic</td>
</tr>
<tr>
<td></td>
<td>Distributed</td>
<td>Simple, more reliable</td>
<td>Less efficient</td>
<td>Commonly used</td>
</tr>
<tr>
<td>Information scale</td>
<td>Global</td>
<td>Most efficient</td>
<td>Most complex</td>
<td>Needs information exchange for distributed realization</td>
</tr>
<tr>
<td></td>
<td>Semi-local</td>
<td>Efficient, less complex</td>
<td>Moderate complexity</td>
<td>Needs less information exchange</td>
</tr>
<tr>
<td></td>
<td>Local</td>
<td>Simplest</td>
<td>Least efficient</td>
<td>No need for information exchange</td>
</tr>
<tr>
<td>Service dimension</td>
<td>Single service/class</td>
<td>—</td>
<td>—</td>
<td>Suits 1G/2G networks</td>
</tr>
<tr>
<td></td>
<td>Multiple service/class</td>
<td>—</td>
<td>—</td>
<td>Needed in 2.5G, 3G/4G networks</td>
</tr>
<tr>
<td>Optimization</td>
<td>Optimal</td>
<td>More efficient</td>
<td>Harder to find, based on simplified assumptions</td>
<td>More desirable (particularly the revenue-based schemes)</td>
</tr>
<tr>
<td></td>
<td>Suboptimal</td>
<td>More realistic, scalable</td>
<td>Less efficient</td>
<td>Heuristic and intelligent techniques</td>
</tr>
<tr>
<td>Decision time</td>
<td>Proactive</td>
<td>Fast</td>
<td>More error-prone, needs prior information</td>
<td>Also called parameter-based</td>
</tr>
<tr>
<td></td>
<td>Reactive</td>
<td>Less error-prone, no need for prior information</td>
<td>Slow</td>
<td>Also called measurement-based</td>
</tr>
<tr>
<td>Information type</td>
<td>Cell occupancy</td>
<td>No need for mobility estimation</td>
<td>Needs a cell occupancy model</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Mobility</td>
<td>No need for a cell-occupancy model</td>
<td>Needs mobility estimation</td>
<td>—</td>
</tr>
<tr>
<td>Information granularity</td>
<td>Uniform cell-based</td>
<td>Simplicity</td>
<td>Coarse granularity</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Non-uniform cell-based</td>
<td>Suitable for non-uniform traffic</td>
<td>Medium information size</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>User-based</td>
<td>Most accurate information</td>
<td>Large information size</td>
<td>—</td>
</tr>
<tr>
<td>Considered link</td>
<td>Uplink</td>
<td>—</td>
<td>—</td>
<td>Transmit power is very limited</td>
</tr>
<tr>
<td></td>
<td>Downlink</td>
<td>—</td>
<td>—</td>
<td>Information feedback from MSs to BSs might be needed</td>
</tr>
</tbody>
</table>

Table 1. Different design choices of CAC schemes.

INTERFERENCE AND SIR-BASED CAC

The most straightforward method to achieve a minimum SIR value (SIR\textsubscript{min}) for controlling the signal quality is to check the SIR value that can be achieved by the new call and admit the call if and only if this value is higher than the minimum SIR value. Various SIR-based CAC schemes have been proposed in the literature. In [9] two SIR-based CAC schemes have been proposed. Both schemes use the residual capacity \( R_k \) defined below as the admission criterion:

\[
R_k = \left\lfloor \frac{1}{SIR_{th}} - \frac{1}{SIR_k} \right\rfloor
\]
where $L_{\text{pr}}(j,k)$ represents the predicted additional inter-cell interference to BS $j$ if mobile user $m$ is admitted into cell $k$. Significant enhancement in $P_{\text{out}}$ and slight reduction in $P_{b}$ have been achieved by including these modifications proposed by [28]. An upper bound of $SIR_{b}$ has been given in [29] to maintain a specified level for blocking rate.

The estimates of the lowest SIR level in the home cell and adjacent cells, in addition to the estimates of the short term and long-term $P_{\text{out}}$ are employed in [30] for call admission in WCDMA. It is assumed that multilayer detection is employed, which is taken into consideration in the SIR estimation. A fuzzy logic-based scheme decides to admit the incoming call based on the estimated values of SIR and $P_{\text{out}}$. Results show that the proposed scheme outperforms conventional SIR-based CAC in terms of system capacity and outage probability.

An integrated SIR-based resource management scheme that encompasses CAC, handoff, power control (PC), and dynamic channel allocation (DCA) has been proposed in [31]. The CAC scheme simply compares the achievable SIR of the new user with a threshold value $SIR_{\text{new}}$ and admits the new user only if SIR > $SIR_{\text{new}}$. It can be easily shown that this CAC scheme is equivalent to the first algorithm proposed in [9].

An SIR-based CAC has been proposed in [32] for indoor wireless multimedia systems. In this algorithm, different threshold values of SIR are used for each class of traffic depending on the required BER, taking into account the BER due to packet loss in the overflowed buffers in the fixed network.

The impact of SIR-based schemes on the spatial distribution of blocking probability ($P_{b}$) in WCDMA has been analyzed in [33]. It has been shown that in a hexagonal cell structure, $P_{b}$ increases from 1.5 percent to 3 percent as the distance between the MS and the BS increases from 0.1 to 0.5 km. A further increase in the distance does not lead to any significant change in $P_{b}$. However, in a realistic network environment, $P_{b}$ has larger spatial variation. It has been found that $P_{b}$ can be as high as 50 percent at the cell border even if it is less than 5 percent in the middle of the cell.

In [34] a SIR-based CAC scheme has been proposed for hybrid T/CDMA (TDMA and CDMA) systems supporting both voice and data services. Two different approaches are used in this work. The first approach uses multicode T/CDMA allocation for data users, while the second approach uses multicode T/CDMA allocation for data users. Voice users are assigned a single code and a single slot in both approaches. In the first approach, the call is admitted if there is at least one time slot with $R$ codes that meets the SIR condition (minimum SIR can be achieved for a new user as well as existing users), where $R$ is the ratio of the transmission rate of data users to that of voice users. On the other hand, in the second approach the SIR condition must be satisfied in all $R$ time slots with only one code per each slot. It is worth noting that it is not necessary to assign the same code in the $R$ time slots. It has been shown that multicode T/CDMA outperforms multicode T/CDMA in terms of system capacity, and also allows a tradeoff between the system capacity and the transmission rate. CAC in multicode CDMA is also investigated in [35]. The proposed scheme orders users based on their required $E_{b}/N_{0}$. Then, users are activated starting from the user with the lowest $E_{b}/N_{0}$, then the user with the second lowest $E_{b}/N_{0}$, and so on. Before admitting a user, the CAC scheme checks whether the user can be assigned a minimum number of codes (corresponding to the minimum transmission rate). If the minimum number of codes can be assigned without violating the constraints on $E_{b}/N_{0}$, the user is admitted. Next, additional codes are attempted to be assigned (one by one) to the user to increase the transmission rate up to the maximum designated rate of this user. Then the system proceeds to the next user (next higher $E_{b}/N_{0}$) until all users are checked such that every user is either admitted and allocated multiple codes or rejected due to system feasibility.

Instead of using SIR as a criterion for call admission, the CAC scheme proposed in [36] employs the estimated outage probability ($Pr(SIR < SIR_{\text{min}})$) as a criterion for call admission. The outage probability of each class is estimated based on the number of users in each class and the power allocated to each active user. The outage probability is estimated using the assumption of imperfect power control, which renders the SIR distribution log-normally. The new call is admitted only if the outage probability of each class is lower than the corresponding required level.

Interference-based CAC schemes use the interference level as an admission criterion to guarantee the signal quality in terms of SIR.

In [15] a framework for adaptive traffic interference-based admission is presented. In order to accommodate variable-rate services with a non-stationary and non-uniform traffic, a good estimation of the interference level of the incoming calls must be utilized. Two call admission strategies for the uplink in CDMA are proposed. These two admission algorithms mainly differ in the amount of information used for deciding to admit/reject the incoming call. The first algorithm, called

<table>
<thead>
<tr>
<th>Approach</th>
<th>Brief explanation</th>
<th>Seminal work</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interference &amp; SIR-based CAC</td>
<td>The incoming call is admitted if the interference level (SIR) is less (greater) than a predefined threshold value.</td>
<td>[9, 15, 22]</td>
<td>Needs measurements</td>
</tr>
<tr>
<td>Loading</td>
<td>The admission is based on the number of users or resource utilization factor.</td>
<td>[22, 23]</td>
<td>Simple to implement</td>
</tr>
<tr>
<td>Effective bandwidth</td>
<td>The maximum number of admissible users is determined using the effective bandwidth concept.</td>
<td>[24]</td>
<td>Efficient, but based on approximations.</td>
</tr>
<tr>
<td>Power allocation feasibility</td>
<td>The incoming call is admitted if a feasible power allocation is determined.</td>
<td>[25]</td>
<td>Based on PC model or measurements</td>
</tr>
<tr>
<td>Transmitted/received power</td>
<td>The total transmitted/received power is used as the admission criterion.</td>
<td>[26]</td>
<td>Total Tx/Rx power is an indicator of the interference level</td>
</tr>
<tr>
<td>Optimum CAC with signal quality constraint</td>
<td>An admission policy is determined by optimizing some objective function subject to signal quality constraint.</td>
<td>[27]</td>
<td>Usually solved by Markovian Decision Process</td>
</tr>
</tbody>
</table>

Table 2. Various approaches of CAC for controlling signal quality.
local adaptive strategy, uses the traffic parameters and the channel characteristics in the cell. The second technique, called global adaptive strategy, extends the scope of the information sources to include all the neighboring cells. There are two main parts of the proposed framework: the estimation part and the decision part. In the estimation part, the mean and variance of the interference level are estimated using the mean and variance of the interference level of the active calls from the measurements using a Kalman filter. The mean and variance of the interference level due to the new call are also predicted. The total interference is assessed as the sum of the estimated interference of the active calls, the predicted interference due to the new call, and the reservation threshold (a reservation for the estimated interference variance and errors). Then the decision part decides whether or not to admit the new call by comparing the total interference to the maximum interference threshold $I_{\text{max}}$.

Results show that the Kalman filter reduces the estimation error, and as a result a better utilization of the system resources can be achieved by using a smaller reservation parameter. The local strategy gives a capacity gain in the order of 10–27 percent compared with the fixed strategy (fixed traffic threshold-based CAC) depending on the traffic spatial distribution, while the global strategy gives a capacity gain in the order of 17–33 percent compared with the fixed strategy.

J. Chang et al. proposed in [37] a local interference-based CAC scheme that supports voice and stream-type data services with an interference suppression option for data users to prioritize handoff voice calls, as discussed above.

In [38] two threshold values of the interference level-thresholds are used: the first threshold is for users inside the inner part of the cell (closer to the BS), while the second threshold is used for cells close the cell border. The incentive here is imposing higher blocking on calls that are likely to introduce high interference. However, this approach violates the fairness among users and its capacity gain is very limited.

**LOADING**

Maintaining the signal quality in terms of SIR can be realized by controlling the cell/network loading since the higher the number of users, the lower SIR will be. In [39, 40] loading-based CAC schemes are employed to control the number of users using two threshold values $M_v$ and $M_d$ for voice and data users, respectively. $M_v$ and $M_d$ are design parameters whose relative values determine the prioritization of one of the two services over the other. The effective load defined as a weighted sum of the number of users in the cell with higher weights for users far from the BS (closer to the cell border) has been employed in [41] as an admission criterion.

An interesting comparison between loading-based CAC schemes and interference-based CAC schemes has been introduced in [22]. The performance in terms of $P_s$ and the loss probability of communication quality ($P_{\text{loss}}$) of these two CAC categories has been determined analytically and by simulation. It has been shown that the performance of the two CAC categories is almost the same. However, the interference-based CAC schemes have an advantage, that is, the threshold value has less sensitivity on other system parameters of the propagation model, traffic distribution, or the transmission rate, while the loading-based CAC is preferred because of its simplicity and the ease of implementation without the need for measuring the interference level.

In [23] the cell loading in multi-class traffic is expressed in terms of a new function called bandwidth utility (BU), which is defined as

$$BU = \frac{1}{MN} \sum_k \frac{SIR_k}{1 + SIR_k}$$

where $M$ is the number of antenna elements, $N$ is the spreading factor, and $SIR_k$ is the minimum SIR value of class $k$ users. The dependence of the maximum $BU$ on the other cell interference ($I_{\text{other}}$) is determined where the maximum $BU$ is calculated by trying all different combinations of the number of users in each class. Then the maximum value of $BU$ at which the SIR target is still achievable is chosen. Then when a new call arrives to the system, $I_{\text{other}}$ is measured and the maximum $BU$ is found. Subsequently, the new call is admitted if the current $BU$ in the network (due to active calls) plus the $BU$ of the new call is less than the maximum $BU$; otherwise, the call is rejected.

**EFFECTIVE BANDWIDTH-BASED CAC**

Limiting the number of users per cell is used as shown above to ensure the SIR requirements. However, the selection of the maximum number of users per cell ($N$) depends heavily on the interference level ($I$), which is inherently random. Although finding $N$ using the peak value of $I$ can guarantee the SIR requirements, this can underestimate the system capacity. On the other hand, the use of the mean value of the interference can lead to a higher capacity but at the expense of unacceptable signal quality. Hence, a probabilistic guarantee can be used by expressing the SIR requirement as follows [42, 43]

$$P(I > W/R) < L$$

where $W$ is the system bandwidth, $R$ is the transmission rate, and $L$ is a system parameter that determines the signal quality reliability. This formulation is very similar to the CAC problem of variable sources in ATM networks, which is always solved by allocating a certain amount of bandwidth somewhere between the mean and peak values (effective bandwidth). This effective bandwidth is chosen such that it can guarantee the packet loss requirements to each user [24]. The amount of effective bandwidth is usually found by solving the above inequality using two approaches. The first approach is the Gaussian approximation of the random variable, which is the interference level ($I$) in this case, while the second method uses the Chernoff bound to approximate the above inequality [24, 44].

**POWER ALLOCATION FEASIBILITY**

Although power control (PC) has been considered in most of the CAC schemes mentioned above for controlling the signal quality in CDMA networks, none of them considered the power allocation feasibility in the admission process. Various CAC schemes used the power allocation feasibility for call admission in CDMA networks. Andersin et al. proposed in [25] an interactive CAC scheme, called soft and safe (SAS), that uses the feasibility of the power allocation as the admission criterion employing the distributed constrained power control (DCPC) [45]. In SAS, when a new user arrives, it is allowed to transmit using the DCPC (as active users) but with a limited maximum power that increases gradually. After the power conversion, if the target SIR is achieved, the call is admitted; otherwise, the call is blocked. The main drawback of this algorithm is the relatively long time needed until an admission/rejection decision can be made by the system. A faster algorithm (F-SAS) that uses a single iteration only for power updating is also proposed. Although the second algo-
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rithm is faster, it can introduce a considerable amount of errors in the admission decisions. SAS (and its faster version, F-SAS) have been enhanced in [46] to provide a faster and safer (less admission errors) interactive PC-based CAC. In [47] a similar interactive CAC scheme, called distributed power control with active link protection (DPC-ALP), has been proposed. In DPC-ALP, new users increase their power by a small step (6) while ongoing calls have their SIR higher than the target value by a specified margin value.

In [5] power is updated using the DSCPC while the power of the new user is monitored for N iteration. Then, two admission procedures are used. In the first procedure, called transmitted power CAC (TPCAC), the user is blocked if the transmitted power is greater than the threshold value; otherwise, the new user is admitted. In the second procedure, called received power CAC (RPCAC), the received power is used as an admission criterion where the new user is rejected if the received power is higher than a threshold value. It has been shown that RPCAC outperforms TPCAC. TPCAC has been used in [19] in the downlink of a CDMA network. Both total transmitted power per BS and per channel are used as admission criteria at the target cell and its neighbors as well. Three CAC schemes have been compared in [18]: F-SAS, given in [25]; SIR-based CAC, proposed in [9]; and RPCAC, presented in [5] for the uplink in the Manhattan environment along with BS assignment (BSA). It has been shown that RPCAC outperforms other CAC schemes.

In [4] a non-interactive-power-allocation-feasibility-based CAC scheme has been proposed. In this scheme a (centralized) control unit checks the achievable SIR if the new call is admitted, taking into account the path-gain matrix, transmitted power of active calls, and maximum power employing DCPC. If the achievable SIR is higher than the target value, the call is admitted; otherwise, the call is rejected. It should be noted that this scheme, unlike other schemes mentioned above, does not allow the new call to transmit during the admission phase, and the admission decision process is merely non-interactive and based on the SIR calculation at the control unit. The advantage of this approach is that it is faster in reaching the admission decision and more protective of the active calls since these calls do not change their power level during the admission of new calls. Similarly, the authors in [49] proposed a non-interactive scheme that finds the optimum power allocation in WCDMA. The algorithm calculates the optimum power levels that satisfy the outage probability constraints for all users iteratively. Both the inter-cell interference and the intra-cell interference are assumed to follow Gaussian distribution. When a call arrives to the network, the optimum power levels are determined using the proposed power allocation scheme. Then, the constraint of the total power ($P_{tot}$) is checked assuming that $P_{tot}$ also follows Gaussian distribution. If the user can be assigned the power level without violating the constraint, the user is admitted to the network; otherwise, this call is blocked. A similar approach is proposed in [50] to check the power allocation feasibility as a criterion for admission in WCDMA systems with multiple-classes. This test checks whether there is any feasible power allocation that can achieve the target values of SINR of users in all classes. If feasible power allocation can be found, then further optimized power allocation is sought for higher SINR than the target values.

**TRANSMITTED/RECEIVED POWER**

The transmitted/received power can give an indication of the signal quality to be offered to the new call as well as the ongoing calls. Therefore, both transmitted power and received power are employed as admission criteria in CDMA networks. In [26] the 95 percentile of the total received power in the uplink is utilized as a metric or indicator of the interference level in the reverse link of WCDMA systems. When a call arrives this metric is computed for current calls and for the new call (assuming the call is admitted). If both are less than the threshold, it is admitted. It should be noted that the estimated total power includes the estimated effect of the interfering call.

The CAC scheme proposed in [51] uses the total transmitted power in all beams as the admission criterion in a WCDMA network with directional antennas using a binary closed loop SIR-based PC. In [52] the proposed CAC scheme compares the total received power with a pre-specified threshold in a multi-class CDMA system. A single threshold and multiple thresholds (for each class) are used, and it has been shown that the latter is superior in terms of outage probability and it can be used to prioritize some service/classes. Call removal is also included in the CAC scheme if the achievable SIR is less than the target value. In [53] the noise rise, defined as the ratio between total received power and the noise power, is used as the admission criterion in the uplink of WCDMA systems with and without multi-user detection. The noise rise of the home cell, as a relative metric of the interference level, is estimated, and based on its value, it is decided whether or not to admit the incoming call. This approach is extended in [54] where the noise rise in the home cell as well as neighbor cells has to be below the threshold value in order to admit the incoming call. The estimation of the noise rise of the neighbor cells is needed since admitting a new call affects not only the home cell but also the surrounding cells. Hence, the signal quality in the surrounding cells has to be estimated (using the noise rise) before admitting the new call. The noise rise of the neighbor cells is estimated at the home cell using the reported pilot level.

**OPTIMUM CAC WITH SIGNAL QUALITY CONSTRAINTS**

The signal quality is controlled in this class of CAC schemes by solving the problem as a constrained optimization problem. Such schemes optimize some objective function giving some constraints on signal quality measures. This approach has been used in [55] to maximize the system capacity while maintaining an upper bound of the outage probability and blocking probability. Modified linear programming techniques are used to solve the optimization problem and find the optimum policy. The optimized CAC policy is compared with two other CAC schemes, the fixed number CAC scheme and the interference-based CAC scheme, and results show that the optimized CAC scheme is superior. The same approach is used in [56] to maximize the system capacity in hierarchical cellular structures (consisting of micro/macro cells).

In [27] an optimum CAC policy is employed to minimize the blocking rate of voice calls while maintaining the signal quality in terms of probability of packet error. The CAC policy is based on a Semi-Markovian Decision Process (SMDP). A cost function, which is equal to the number of the blocked calls, is minimized using the value-iteration algorithm. This optimum policy is compared with a threshold CAC policy based on the number of users, and is called the direct admission algorithm. It has been shown that the reduction factor in the blocking probability of the voice calls can be as high as 15 percent due to the use of the optimum admission policy compared to the direct admission algorithm. Similarly, the algorithm proposed in [57] minimizes the blocking probability of one service class while taking blocking rate requirements of other classes and SIR condition as constraints. The problem is then formulated as a Semi-Markovian Decision Process.
(SMDP) and solved by linear programming. The SIR constraint takes into account the multiuser detection feature.

The proposed scheme in [58] maximizes a cost function that is equal to the sum (over all cells) of the difference between weighted call admitting probabilities \((1 - P_b)\) and weighted dropping probabilities. The chosen weights reflect the relative impact of call blocking and dropping. The optimization problem is subject to constraints on maximum blocking probability and minimum SIR for all users in all cells assuming non-uniform traffic. It is not mentioned how the maximization problem is solved, but the optimum maximum number of users in each cell is found using the derivative of the cost function with respect to the maximum number of users per cell. This implies that the maximum number of users is assumed non-integer. This assumption is not only non- realistic but also might lead to a non-optimum solution, as known from the theory of integer programming.

A joint optimal beam forming, power control, and access point scheme that minimizes the total transmitted power subject to SINR constraints is proposed in [59]. If the system turns out to be infeasible, the most critical users for system feasibility are blocked (removed) one by one until the system reaches a feasibility status. Although results show the proposed scheme enhances the system throughput and blocking rate, this joint optimal scheme seems impractical since the optimization problem has to be solved offline using optimization packages, which cannot be done in real-time systems.

**CAC FOR CONTROLLING THE SIGNAL QUALITY IN TDMA NETWORKS**

In traditional TDMA networks, a minimum signal quality is guaranteed using a sparse frequency reuse plan (e.g. with a frequency reuse factor of 7 or larger). This approach can guarantee SIR_{min} in a stochastic manner (when shadowing and fading are considered) at the expense of limiting the number of channels per cell. Alternatively, a tight frequency reuse plan (with a frequency reuse factor of 3 or 1) can be employed to increase the number of available channels per cell. In this case, TDMA network capacity is limited by the signal quality (soft capacity) rather than channel availability (hard capacity) in traditional TDMA networks. Therefore, CAC schemes, along with some other resource management techniques, must be employed to guarantee SIR_{min} since cochannel interferers are no longer distant enough from each other. In [60] a CAC scheme has been proposed for fixed wireless networks. The CAC scheme checks all available time slots in the cell and admits the user if at least one time slot has SIR > SIR_{min}. If SIR goes below SIR_{min} throughout the call duration, the call is reassigned to a different time slot that satisfies the SIR condition.

In [61] two CAC schemes have been proposed for GSM networks with soft capacity and slow frequency hopping. These schemes use the loading factor, defined as the ratio of the number of active calls to the total number of channels, for admission decisions. The first one uses the loading factor in the target cell as the admission criterion. Loading in neighbor cells can influence the admission decision such that if neighbor cells are lightly loaded, higher loading can be admitted in the target cell and vice versa. Hence, spatial averaging of the loading factor is considered in the second CAC scheme. In this scheme, each cell with its six cochannel interferers in the first tier constitutes what is called an interference group, as illustrated in Fig. 2. When a new call is attempted, the average loading factors of all interference groups containing the target cell are checked. If all of them are below the threshold value, the call is admitted; otherwise, the call is rejected. The second scheme that includes spatial averaging of loading factors outperforms the first scheme by increasing the system capacity by 32 percent and 49 percent in uniform loading and hot spot, respectively. This capacity gain is achieved without causing any degradation to the signal quality.

In [62, 63] three CAC policies use the loading factor as the admission criterion to ensure the signal quality in TDMA networks with soft capacity. The first policy compares the loading factor in the target cell with a specified threshold and admits the call only if the loading factor is less than the threshold value. Spatial averaging of loading factors in the target cell and its first tier neighbor cells is used in the second CAC policy. The spatial averaging is extended more in the third CAC policy to consider loading values in the second tier as well. In this policy, the threshold value of the average loading factor of the first tier is adjusted according to the value of the average loading factor in the second tier. When the cells in the second tier are lightly loaded, the average loading factor in the second tier is small, and as a result more loading can be admitted in the first tier by increasing the threshold value of the average loading factor of the first tier and vice versa. It has been shown that the third CAC policy is the best in terms of the blocking rate, but nevertheless it requires more information transfer between BSs. Time averaging of loading factor has been utilized in [64] to increase the system capacity in TDMA systems with soft capacity and slow frequency hopping, and it has been shown that a considerable increase in system capacity (more than 30 percent) can be achieved by using the time-averaging of the loading factor as the admission criterion without causing any significant degradation to the signal quality in terms of the outage probability.

**CAC FOR CONTROLLING HANDOFF FAILRE PROBABILITY**

In order to control the handoff failure probability (\(P_{hf}\)), certain measures have to be employed to prioritize handoff calls over new calls since it is commonly accepted that dropping an existing call is more annoying to the user than blocking a new call. Table 3 lists the various approaches used to control the handoff probability in wireless networks. In all approaches there is a tradeoff between reducing handoff probability and new call blocking probability. In the following subsections, the CAC approaches listed above in Table 3 are discussed in some detail based on the published work in the literature. Hybrid CAC schemes and handoff queuing are discussed later.

**GUARD BAND POLICY**

The guard band policy has been proposed by Hong and Rappaport in [65]. As shown in Fig. 3a, this technique keeps a certain amount of channels to handoff calls only while the rest of the channels can be shared by both new calls and handoff calls. Hence, handoff calls are given higher priority over new calls, and as a result the reduction in the handoff probability comes at the expense of higher blocking rate. Therefore, the guard band (number of channels) reserved for handoff calls must be properly chosen as a tradeoff between new call blocking probability and handoff dropping probability. However, even if the guard band is chosen properly to control both \(P_b\) and \(P_{hf}\) based on certain assumptions for the traffic load parameters (new and handoff call arrival rates), this does not guarantee \(P_b\) and \(P_{hf}\) since the traffic load parameters are variable. Guard band policy is used in the CAC scheme proposed in [73] and [18] for multi-service mobile networks based

Figure 2. Interference groups with cluster size of 3. Interference group of \(A = \{B, C, D, E, F & G\}\); interference group of \(B = \{C, A, G, H, I & J\}\); interference group of \(C = \{A, B, I, K, L & D\}\); interference group of \(D = \{A, C, L, M, N & E\}\); interference group of \(E = \{A, D, N, O, P & F\}\); interference group of \(F = \{A, E, P, Q, R & G\}\); interference group of \(G = \{A, F, R, S, H & B\}\).

Table 3. Various approaches of CAC for controlling handoff failure probability.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Brief explanation</th>
<th>Seminal work</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guard band</td>
<td>A certain amount of resources are reserved exclusively for handoff admission.</td>
<td>[13, 65]</td>
<td>Leads to a high blocking probability</td>
</tr>
<tr>
<td>Loading in home cell and neighbor cells</td>
<td>New call is admitted if loading is less than a threshold value in home cell and neighbor cells.</td>
<td>[66–69]</td>
<td>Information exchange is needed</td>
</tr>
<tr>
<td>Resource availability in home cell and neighbor cells</td>
<td>New call is admitted if the needed resources are available in home cell and neighbor cells.</td>
<td>[70]</td>
<td>Information exchange is needed</td>
</tr>
<tr>
<td>Estimating handoff failure probability</td>
<td>Handoff failure/overloading probability is estimated and used as the admission criterion.</td>
<td>[10, 71, 72]</td>
<td>Based on some assumptions or approximations</td>
</tr>
<tr>
<td>Optimum CAC with handoff failure probability constraint</td>
<td>An admission policy is determined by optimizing some objective function subject to (P_{hf}) constraint.</td>
<td>[13]</td>
<td>Usually solved by Markovian Decision Process</td>
</tr>
<tr>
<td>Lower interference threshold for new calls</td>
<td>New calls and handoff calls are admitted based on the interference level. However, new calls must have lower interference level.</td>
<td>[37]</td>
<td>Used to control signal quality and (P_{hf}) in CDMA networks</td>
</tr>
</tbody>
</table>

A special case of FGCP (limited FGCP) is shown to be more effective than the basic guard band policy in minimizing \(P_b\) and the number of needed channels while holding the constraint on \(P_{hf}\) [12, 13]. In the limited FGCP, as shown in Fig. 3c, there are three possible admission probabilities for new calls \((1, \beta, 0)\) where \(\beta < 1\). The first value (unity) is used as long as the cell state \((i)\) is less than \(T\); the second value is used when the cell state \((i)\) is equal to \(T\); the third value is used when the cell state \((i)\) is greater than \(T\) where \(T\) is a design parameter. FGCP is extended in [76] to the case of multiple classes. Two versions have been proposed to prioritize handoff calls over new calls and to prioritize some services over other services. In the first scheme, the admission probability of a new user belongs to a certain class, \(P_{ad,n}\), and is a non-increasing function of the total number of busy channels (by all classes). In the second scheme \(P_{ad,n}\) is a non-increasing function of the number of busy channels in this particular class. It is obvious that the latter scheme provides more fairness among different classes, although the trunking efficiency is higher for the first scheme.

In [14] the guard band is calculated as the sum of fractional bandwidth (occupied bandwidth divided by the number of neighbors) in neighbor cells multiplied by the fractional parameter \((f_j)\) which reflects the fraction of potential handoff traffic to the target cell from its neighbor cells and weighted by \((1 + C_{o}/C)\), where \(C_o\) is the amount of occupied bandwidth and \(C\) is the total bandwidth in the target cell. This weight is used to increase the guard band when the system gets highly loaded so \(P_{hf}\) can be minimized.

A new call bounding scheme has been proposed in [77, 78] in which a threshold is used to limit the number of new calls in the cells. Handoff calls are only blocked if all channels are occupied. This scheme, along with guard band policy and FGCP, has been analyzed taking into consideration the different distribution of call holding time of new calls and handoff calls.

A hybrid scheme of guard band policy and channel reassignment has been proposed in [79] to minimize \(P_{hf}\) while maintaining high utilization. In this scheme the number of guard channels is dynamically adapted as a function of channel reassignment requests.

In [80] calls are admitted depending on the resources availability and their priority. Guard band is used for handoff calls. If the guard band is not enough, preemption and deprivation...
are used. Preemption is used to remove non-real-time calls on the guard band if there are not enough resources for real-time handoff calls. If there are no non-real-time calls on the guard band, preemption cannot be used and deprivation is used instead by reducing the resources allocated to VBR and ABR calls. A similar policy has been proposed in [81]. A fixed amount of resources is reserved for handoff calls. When a new (or handoff) call arrives to the cell and finds no resources available in the cell, a borrowing scheme is utilized by reducing resources allocated to existing calls in a fair and gradual way to accommodate the arriving call.

A guard band CAC policy is employed in [40] to prioritize voice handoff calls in a CDMA system. In this scheme the number of users is used as a criterion for admission, and as a result a higher threshold for the number of users is used for handoff voice calls. Handoff data calls are queued if the number of users exceeds the threshold value.

**LOADING IN HOME CELL AND NEIGHBOR CELLS AS AN ADMISSION CRITERION**

One way to control the handoff probability is to take loading information in neighbor cells into account in the admission process. This is because loading information in neighbor cells can reflect the admissibility of potential handoff calls from the target cell (cell of the new incoming call) to its neighbor cells since the higher the loading in neighbor cells, the higher the probability of handoff failure and vice versa. This loading information also indicates the amount of potential handoff calls from neighbor cells to the target cell. For instance, the number of users per cluster is used as a CAC criterion for single-service real-time traffic in [66]. Similar CAC schemes have been proposed for data traffic, multiple classes of traffic, and wireless ATM networks in [7, 67, 68], respectively.

In [68, 69] a virtual tree architecture has been introduced to establish virtual connection between the mobile users and the target BS in addition to all BSs that the user is likely to visit. Although such CAC schemes can reduce $P_{hf}$, congestion still can take place in some cells even if the number of users per cluster is still below the threshold value. Therefore, the use of double threshold CAC has been proposed in [82] to limit the number of users per cell and per cluster as well. The double-threshold CAC is shown to outperform the cluster-based CAC in terms of achieved throughput, call success probability, and reduction in $P_{hf}$. Instead of using two thresholds, one per cell and one per cluster, [83–85] have proposed a CAC scheme, called weighted sum scheme (WSS), that uses a weighted sum of a number of users in the cluster (or even all surrounding cells) including the target cell. Larger weights are given to the target cell and first-tier neighbor cells, while smaller weights are given to farther cells.

The number of users in the target cell and neighbor cells is used in [8, 86] to determine the maximum number of new calls that can be admitted in the target cell. This number is determined using the estimated overloading probability ($P$ [number of users > $N$], where $N$ is the number of channels per cell) as an approximation of $P_{hf}$. A handoff call is admitted as long as there is a free channel. This scheme can be considered as an adaptive version of the new call bounding scheme proposed in [87], where the number of users in neighbor cells is used to adapt the call bound. This scheme has been analyzed in 1d and 2d cellular structure in [8] and [86], respectively, and it has been shown that it outperforms the guard band policy.

However, Gao and Acampora have shown in [87] that cluster-based CAC does not improve the system capacity and a simple CAC scheme that uses the guard band concept can be as efficient as cluster-based CAC schemes if not more efficient with the advantage of reducing complexity.
RESOURCE AVAILABILITY IN THE HOME CELL AND NEIGHBOR CELLS

In multiple-service wireless systems with different resource requirements, $P_{bf}$ can be minimized by ensuring that the required resources for a new call will be available during the call duration. Then the required resources might (or might not) be reserved to this particular call in the target cell as well as a neighbor cell. When resources are reserved, this approach can be considered as a modified version of the adaptive guard band policy where the guard band is adapted according to the required resources by already arrived calls.

A resource-reservation-based CAC has been proposed in [70]. This scheme checks whether the required bandwidth in the cell and neighbor cells is available for real-time traffic. Non-real-time new calls are admitted if the minimum bandwidth is available in the home cell, and other cells can reserve the bandwidth for real-time traffic. Non-real-time handoff calls are accepted if any bandwidth is available. Two bandwidth reservation schemes are analyzed in [70]. The first scheme reserves in each cell the sum of required bandwidth by all real-time new calls in all neighbor cells. The second scheme utilized statistical multiplexing and reserves only a portion of the sum of the required bandwidth. Results in [70] show that resource reservation is effective in reducing $P_{bf}$. A similar CAC scheme has been discussed in [89] and [90] but with bandwidth reservation in neighbor cells for real-time calls if the new real-time call is classified as a departing user (based on user location prediction); otherwise (if the new call is classified as local call), bandwidth reservation is performed in the target cell only. Non-real-time calls are admitted based on the buffer space in the target cell.

Reservation-based CAC schemes that reserve bandwidth in some of the neighbor cells with high probability of receiving handoff traffic from the target cell have been proposed in [20, 91–95]. In [91] the probability of receiving handoff traffic from the target cell is estimated using the history of handoff traffic from that cell to its neighbor cells. In [92, 93] the probability of receiving handoff traffic from the target cell is predicted using mobility information of new calls, which is not easy to implement in reality. The proposed scheme in [20] considers the admission in the downlink of a WCDMA system. In this CAC scheme, each cell calculates the reserved bandwidth for anticipated handoff calls from neighboring cells. The probability of call handoff from a certain cell is estimated from the handoff history in the serving cell. Then the reserved bandwidth in any cell is updated as the sum of the required bandwidth by anticipated handoff calls weighted by the probability of call handoff probability to this particular cell. When a new call arrives, the bandwidth reservation is checked in the home cell and all neighboring cells that failed to reserve the target bandwidth in the previous admission check. It is noteworthy that the home cell checks the bandwidth availability, taking into account the required bandwidth by the new call, the used bandwidth by existing users, and the reserved bandwidth of anticipated handoff calls, while neighbor cells check the bandwidth availability, taking into consideration the used bandwidth by existing users and the reserved bandwidth for anticipated handoff calls only. The two CAC algorithms in [94] and [95] assume perfect mobility estimation. While the former assumes that the next cell only is known, the latter assumes that the whole call trajectory is known a priori. In both algorithms, cells expected to be visited in the future by the new call increase the reserved bandwidth by the amount of required bandwidth of the new call. However, in [94] the bandwidth availability is checked only in the home cell, while in [95] the bandwidth availability is checked in the home cell and all cells to be visited as well, and the call is admitted only if all cells can reserve the required bandwidth. Results show that both schemes eliminate handoff failure but at the expense of high blocking rate [96].

In [78] the proposed scheme checks the availability of bandwidth in the home cell only (as in [94]). However, unlike the scheme in [94], the bandwidth is reserved in each cell using information about users’ mobility (cell residence time distribution) and directivity in neighboring cell.

Resource-reservation-based CAC to guarantee QoS parameters (packet delay and delay jitter) in both CBR and VBR traffic in wireless ATM has been proposed in [6, 97, 98]. When a new call (CBR or VBR) arrives, QoS bounds are checked, taking into consideration available resources after excluding resources used by active calls and resources reserved for potential handoff calls. If QoS performance parameters can be guaranteed, the new call is admitted. Handoff calls are admitted in the same way without excluding the resources kept for potential handoff calls.

In [99] the admission condition for new calls is based on the resource availability such that the system is inside the schedulable (or the admissible) region in terms of the number of users and arrival rate. However, even if the system is in the admissible region in terms of number of users but not inside the admissible region in terms of the arrival rate of handoff calls, the incoming call can still be admitted, especially the real-time traffic. Likewise, a stringent admission condition is imposed on new calls in [100] such that if there are not enough resources for all components of a new multimedia call, the call is blocked. Handoff calls, however, can be admitted even if some components with lower priority will be dropped. Handoff calls can even stay in the old cells to avoid call dropping.

In [101] when a handoff arrives and does not find enough resources, data users are instructed by the BS to reduce their rate to accommodate the handoff call. A handoff call is only rejected if the reduced rate is less than a predefined minimum rate ($r_{min2}$). Similarly, new calls are admitted even if there are not enough resources by reducing the transmission rate of data users with a minimum rate ($r_{min2}$). By setting the minimum rates such that ($r_{min2} > r_{min1}$), handoff calls are prioritized over new calls.

ESTIMATING HANDOFF FAILURE/OVERLOADING PROBABILITY

Blocking new calls that have high probability of being dropped later on is an efficient way to control $P_{bf}$ while maximizing the resource utilization. Hence, many CAC schemes have adopted this approach for reducing $P_{bf}$. In [71, 72] the shadow cluster concept has been introduced as a framework for wireless multimedia to estimate future resources requirements in cells likely to be visited by the new calls based on user mobility information, as shown in Fig. 4. Based on the resource estimation and mobility information, call survivability is determined as an indicator of the success of call completion, taking into account potential handoff events of the new call to neighbor cells. The shadow cluster concept has been adopted in [102] where the application semantics (loss profile) and delay profile have been taken into account to improve the performance and resource utilization.

Although the shadow cluster concept is effective in reducing $P_{bf}$, it is based on the availability of mobility and call duration information, which is infeasible in reality. Similar schemes have been proposed, with the difference that the user transition from the target cell to neighbor cells estimation is assumed to be predictable from long-term statistics of the net-
work [103], a macroscopic mobility model [104], or by training a hidden Markov model (HMM) [105], rather than mobility information as proposed in the shadow cluster concept. In [103] the CAC scheme uses the overall handoff probability, which is a weighted sum of handoff failure probability in all cells as the admission criterion.

An index that roughly reflects the $P_{hf}$ is used as an admission criterion in the probability index scheme (PIS) proposed in [83–85]. This index is determined using approximations that allow the network to be modeled as a queuing network that can be analyzed by the Jackson theorem [106]. $P_{hf}$ is approximated by the overloading probability ($Pr[\text{number of users} > N]$), where $N$ is the number of channels per cell) and used as the admission criterion in wireless ATM networks in [107–110] using Gaussian approximation for the number of users, as in [66, 86]. In [10] $P_{hf}$ is used as the admission criterion in multi-class wireless network. The amount available for each class is updated using traffic load measurements to keep the relative blocking probability at a specific value. If there is enough bandwidth based on the two conditions, the call is admitted; otherwise, it is rejected. Handoff calls are admitted using complete sharing (CS).

The handoff failure probability ($P_{hf}$) is estimated in [111] using diffusion equation and inter-cellular transition probabilities. In this scheme, $P_{hf}$ is estimated as a function of the admission probability. Hence, the admission probability can then be calculated given the required $P_{hf}$. Then users are admitted to the system in a stochastic manner using the admission probability. The admission probability is updated according to the variation in the traffic conditions.

In [112] the handoff failure rate is measured by the MSC. Then the measured dropping rate is used to adapt the admission threshold in the cells controlled by the MSC. If the measured dropping rate exceeds the maximum allowed value, the admission threshold is decreased and vice versa. Furthermore, the handoff failure rate is controlled by involving neighbor cells in addition to the target cell in making the final admission decision. This is implemented by computing the final admission parameter as a weighted sum of the decision parameter of the neighbor cells and the target cell as well. Then the final admission parameter is compared with the adaptive threshold and the call will be admitted if the final admission parameter exceeds the admission threshold.

A similar algorithm is employed in [113]. In this algorithm, the resource-based admission threshold of new calls is adapted in each cell according to the short-term and long-term measured handoff failure rate. Handoff calls are admitted as long as there are enough resources. Although this algorithm can guarantee a maximum $P_{hf}$ in the average sense throughout the whole network, it is found that this approach might lead to inter-cell unfairness, which means that some cells might have low $P_{hf}$ while other cells might experience high $P_{hf}$. This unfairness has been dealt with using two different approaches. The first approach considers the resource availability in the home cell and the neighboring cell as well. The second approach considers the resource availability in the home cell only, but the changes in $P_{hf}$ cause changes in the admission threshold not only in the home cell but also in the surrounding cells. Results showed that the second approach is superior to the first approach in terms of $P_{hf}$ and bandwidth utilization.

Bandwidth reservation is performed in wireless multimedia networks as a function of user mobility and handoff load, as proposed in [114–117]. When a new call arrives, overload probability ($P_{ov}$, probability-required resources exceed unused resources) is checked in the cell and its neighbor cells. $P_{ov}$ is checked in the target cell and the neighbor cells as well. If $P_{ov}$ < threshold value ($P_{ov}^s$), the call is admitted; otherwise, it is rejected. Handoff calls are always admitted unless the available bandwidth is less than the required bandwidth.

**OPTIMUM CAC WITH $P_{hf}$ CONSTRAINTS OR PRIORITIZATION**

$P_{hf}$ is controlled in some CAC schemes by considering the admission process as a constrained optimization problem where the objective can be maximizing the resource utilization, maximizing a revenue function, or minimizing the blocking probability subject to a constraint on the $P_{hf}$ and maybe other constraints such as $P_b$ or packet delay [118]. Finding the optimum admission policy is usually modeled as a Markov Decision Process (MDP), and then linear programming is used in [3, 11, 12, 119–123] to find the best admission policy at each state (number of users per cell). Since the problem is inherently non-linear, some techniques such as separable programming are used to solve the problem by linear programming [11, 119, 120, 122].

It has been shown in [120, 122] that the optimum CAC policy that maximized the revenue function while maintaining the $P_{hf}$ constraints is FGCP. FGCP is also proven to be optimal CAC by minimizing a linear combination of other criteria (MDP). Similarly, a genetic algorithm is used in [124] to find a near-optimal CAC by minimizing a linear combination of $P_b$ and $P_{hf}$ with a larger weight given to $P_{hf}$ in the fitness function. It has been shown in [124] that the near-optimal CAC based on genetic algorithms has a very close performance to the optimal algorithm found by a Markov decision process (MDP). Similarly, a genetic algorithm is used in [125] to maximize the resource utilization of multimedia multi-class resource allocation schemes while maintaining a hard constraint on $P_{hf}$. Although the achieved utilization is a little bit less than the optimum value of MDP (by less than 10 percent), the reduction in the computational burden justifies this insignificant reduction in the resource utilization.
**Higher Interference Threshold for Handoff Calls**

It is possible to prioritize handoff calls by using stringent conditions on new calls. Following this approach, $P_{hf}$ is controlled in CDMA networks by prioritizing handoff calls in [37]. Two threshold values of the interference levels are employed as the admission criterion for new and handoff calls. The threshold value of the handoff calls is chosen higher than that of new calls. A similar approach has been adopted in [41]. Soft handoff (SHO) calls have been given a higher threshold (of the cell loading value) than that for new calls. This concept is called “soft guard band” since it is similar and has the same function as the guard band concept proposed in bandwidth-limited networks, but in CDMA networks that have soft capacity (interference-limited). When non-real time data users are considered, SHO voice users are prioritized by admitting them even if the interference threshold is exceeded by lowering the interference through the interference suppression of non-real time data users [37]. The interference suppression is performed by switching data users off and on periodically.

**Hybrid Schemes**

Sometimes a hybrid admission criterion is needed to achieve the QoS guarantee. For instance, [126] proposed the use of a hybrid admission criterion of the probability index schemes (PIS) and the weighted sum scheme (WSS), since the former might lead to congestion in the target cell when other cells are lightly loaded. Combining DCA and a CAC schemes is another example.

In [127] the estimated call dropping rate (CDR) is used as an indicator of the network loading. At low CDR, the new call is admitted as long as it can be accommodated by the DCA. If the CDR is high, the call is admitted if the number of the required channels is less than $1/n$ of the number of available channels at the cell, where $n > 1$ and can be adaptively adjusted based on the traffic conditions and network loading. Handoff calls are always admitted, provided that the DCA can accommodate them.

In [128] the CAC scheme uses the number of users and the moving average of the degradation ratio (number of users with rates less than target rates) as the admission criterion. In order to avoid loading fluctuation (because the moving average does not reflect the current status quickly), the number of users is checked first. If the number of users is lower than a lower threshold ($t_{\text{min}}$), the call is admitted; if the number of users is between the lower threshold ($t_{\text{min}}$) and an upper threshold ($t_{\text{max}}$), the degradation threshold is used as the admission criterion.

**Upper Bound of CAC Performance**

Upper bounds of the performance of CAC schemes that prioritize handoff calls are provided in [17, 129]. In [17] the benchmark is developed using a CAC scheme that has perfect knowledge of the wireless network, including future handoff events. This scheme estimates the potential gain/loss in bandwidth utilization due to admitted new calls and decides accordingly to admit/reject the call. In [129] a CAC policy has been determined that maximized the efficiency defined, which is defined as the achieved throughput divided by total available bandwidth. This CAC policy turned out to be a special case of limited FGCP where the threshold is placed at the mean occupancy and the admission probability is proportional to the mean occupancy. This scheme is found based on the assumption that the system controls the new call arrival rate and knows in advance the system efficiency. Although these schemes proposed in [17, 129] are not realistic, they are of paramount importance since it helps in analyzing the performance of CAC schemes in this category.

**Handoff Call Queuing**

Queuing handoff calls has been proposed in various papers to control $P_{hf}$. For instance, it has been shown in [65] that combining handoff call queuing with the guard policy can considerably reduce $P_{hf}$ (by more than 60 percent at high loading values) compared with the guard band policy without call queuing. Queuing handoff data calls has also been proposed in [40] to minimize $P_{hf}$.

**CAC for Controlling Packet-Level QoS Parameters**

In order to ensure the packet-level QoS parameters such as packet delay, delay jitter, or packet dropping rate, in [6, 98] the proposed CAC scheme estimates the packet delay and delay jitter based on the available resources in multiplex-class wireless ATM networks. If both packet delay and delay jitter can be guaranteed, the call is admitted; otherwise, it is rejected. In [130] the admissible region of real-time VBR services is determined. The admissible region is calculated based on constraints on the packet dropping probability. The admissible region can be used for call admission by examining the network state (when a new call arrives) to determine whether it is inside the admissible region. It should be noted that the admissible region depends on the used scheduling scheme.

In [131] a CAC scheme has been proposed to control the packet dropping rate for video conference services over the uplink of high-capacity wireless systems. Different quality levels are provided using various layers and encoding techniques (MPEG4 and H.263). When a new call arrives, the effective bandwidth of all existing users, including the new call (using the highest quality level), is determined. Then the new call is admitted only if the total effective bandwidth is less than the system bandwidth. If the condition is not satisfied, the call reduces the quality level and tries to gain access again. If the total effective bandwidth is still higher than the system bandwidth, existing users start to reduce their quality level one by one. If all users (new and existing) are reduced to the lowest quality and still the effective bandwidth is higher than the system bandwidth, the new call is blocked. The system also checks the dropping rate of existing users every minute. If the dropping rate of any user exceeds the maximum rate ($10^{-4}$) on two consecutive checks, a new cycle of quality reduction is initiated starting from the last entered user.

**CAC for Transmission Rate Control**

CAC schemes can ensure a minimum transmission rate either by limiting the network loading (as in [7, 67, 132]); by minimizing the transmission rate degradation (as in [7, 67, 132]); by minimizing the transmission rate degradation (as in [7, 67, 132]); by estimating the allocated transmission rate as an admission criterion (as in [101]).

In [7, 67] the number of users per cluster is limited by a maximum value such that a minimum transmission rate can be offered to all admitted data users even when they move to any of the neighbor cells. The proposed scheme in [132] limits the number of users in the cell such that all existing and new (and handoff) calls are allocated at least the minimum rate. Handoff users are admitted first (to minimize handoff failure probability), then new calls are admitted based on the available resources, if there are not enough resources and some users have a higher rate than the declared minimum values, resource reduction takes place such that
new calls can be accommodated. Linear programming is used to minimize the resource reduction and to maintain fairness among users. The linear programming model is solved using artificial neural networks.

The transmission rate degradation probability, measured by the time average of the transmission rate degradation indicator, is used in [18, 133] as the admission criterion. If the degradation probability is less than a threshold value, the call is admitted; otherwise, the call is rejected. A CAC scheme that admits calls based on resource availability has been proposed in [101]. If there are not enough resources, data calls reduce their transmission and the incoming call is admitted if the reduced transmission rate is higher than a minimum value; otherwise, the call is rejected. In [134] the CAC scheme ensures that average and peak transmission rates for real-time traffic and average throughput for non-real-time traffic can be guaranteed. This is achieved by estimating the maximum and average loading values.

REVENUE-BASED CAC SCHEMES

When a call admission is requested, this represents a potential gain to the network revenue because of the expected reward due to the resource utilization. Meanwhile, the incoming call might cause congestion and degradation in the resources allocated to the already admitted calls, which in turn can cause a reduction in the network revenue. Therefore, the CAC policy can play a major role in optimizing the wireless network revenue. In [3, 11, 119, 135] the maximum number of users of each class to be admitted in a multiple-class wireless network is derived offline by solving the revenue maximization problem using linear programming. The degradation in the resource utilization and the dropping probability are taken into account as constraints in the optimization problem. Then a threshold-based CAC scheme uses the maximum number of calls per class, which is determined offline, to admit/reject incoming calls. The revenue is modeled as a linear function of the network state (the number of users of each class). In [79] the proposed CAC scheme maximizes the revenue by minimizing the penalty incurred by dropping an existing call and carrying out a channel reassignment.

A revenue-maximization CAC/pricing policy has been proposed in [136]. In this scheme a pricing parameter, called bandwidth market price (BMP), is defined as the revenue due to the transmission of 10^8 bits of traffic using 1 kbps of network resources. BMP is determined based on the network loading and QoS requirements to maximize the network revenue. A new call is admitted only if the expected revenue by admitting this call is higher than the current revenue by a certain margin. In [137] revenue is optimized by assigning different priorities to different classes based on the expected revenue of each class. Then calls are served based on the resource availability and the revenue-based priority levels. An integrated pricing/call admission policy has been proposed for voice service in [138]. An optimum new call arrival rate that maximizes the aggregate user satisfaction is first determined. Then the pricing policy is used to provide a negative incentive to incoming new calls by charging new incoming calls at a higher rate when the new call arrival rate exceeds the optimum rate. Handoff calls are charged at the same rate as their originating instants. Results show that the proposed pricing scheme can maximize user satisfaction and increase the network revenue. However, positive incentive for encouraging users to use the network resources when the network is under-loaded has not been addressed in this article.

CAC FOR SERVICE/CLASS PRIORITIZATION

Prioritizing service/class can be performed by using a different admission criterion for each class such that the class/service with lower priority will have more stringent admission rules. For instance, calls are admitted in [52] based on the received power level with three possible prioritization schemes. The first scheme gives higher priority to voice service by using a higher power level threshold than that of data service. Conversely, the second scheme uses a higher power level threshold for data service than that of voice service to prioritize the data service. Finally, the third scheme uses the same threshold for both services. Results show a significant difference in the QoS (in terms of P_b) provided by each prioritization scheme to the two offered services. For example, the first scheme achieves the lowest P_b for voice service but the highest P_b for data service.

In [39, 40, 139, 140] real-time (or voice) service is prioritized over non-real-time (data) service by using a larger maximum number of users for voice service than that of data service. This is extended in [139] by proposing the preemption of some data calls (by queuing them) if no resources are available to the incoming voice calls. In addition to preemption, deprivation (by reducing the resources of some data calls) is also proposed in [80] to give more priority to voice calls. In addition to the exclusively designated resources for each service, a shared band is proposed in [140]. The shared band can be used by either class of service depending on the traffic dynamic variation.

Prioritizing different classes and different services is considered in [6, 98]. Services are ordered according to their priority and QoS requirements such that CBR has the highest priority, followed by VBR, and finally ABR. Meanwhile, there are different classes for each service and these classes are ordered according to their priority. Resources are reserved to classes/services with higher priority and then to those with lower priority. If the incoming calls find that the reserved resources for its service/class are not enough to achieve the required QoS (packet delay and delay jitter), the call is rejected.

In [141] four levels of priority (high-priority voice, high-priority data, low-priority voice, and low-priority data) are offered by using four dynamically adjustable resource availability thresholds for call admission of two priority levels of both voice and data services. The CAC scheme in [99] prioritizes voice service by using a higher maximum number for voice service than that for data service at the first level of the proposed CAC scheme. At the second level, the probabilistic call admission decision uses higher admission probability for voice calls than that assigned for data calls. Adaptive prioritization schemes have been proposed in [137]. The service priority is a function of the transmission rate required by each service (lowest rate first and highest rate first), maximum delay (services with higher delay tolerance are giving lower priority), and revenue optimization (services with higher revenue are given higher priority). The priority levels are adapted based on the resource availability and traffic characteristics.

CAC FOR FAIRNESS

Fairness can be achieved by monitoring either the resources allocated to each class [142] or achieved QoS [10]. In [142] the CAC scheme uses a resource-sharing policy called virtual partitioning with priority (VPP). In VPP the priority of each class is reduced if this class is overloaded. The admission condition is given by checking the condition \( \Sigma(b,n) < C-b-t \),
where \( b \) is the needed bandwidth, \( n \) is the number of users in each class, \( C \) is the total bandwidth, and \( t \) is a prioritization parameter that indicates whether this class is overloaded or not. It has been shown that VPP can achieve high multiplexing gain as in the complete sharing policy at light loading values. Meanwhile, VPP achieves high fairness as complete separation policy. In [10], when a new call arrives the total needed bandwidth required (one step ahead) to serve the active calls in addition to the new call (to keep \( P_{bf} < \) threshold) is predicted. The available bandwidth for each class is updated using traffic load measurements to keep the relative blocking probability at the required values. If there is enough bandwidth, the call is admitted; otherwise, it is rejected. Handoff calls are admitted using complete sharing policy.

Fairness among users with different mobility characteristics in WCDMA systems is analyzed in [143]. It has been shown that average received power or SIR-based CAC schemes are unfair to stationary users since their received power or SIR have slow variation, and as a result, if a user is in an unfavorable location they will be blocked or dropped. On the other hand, the received power or SIR of users with high mobility characteristics has fast variations; hence, users with high mobility are rarely blocked or dropped. In order to enhance the fairness, a new scheme has been proposed. This scheme uses the average value of SIR in two of the last three frames (after discarding the lowest SIR) as the admission criterion. It has been shown that call dropping and blocking probabilities are distributed (almost) evenly among mobility classes (stationary, pedestrian, and vehicular).

**EMERGING TRENDS AND FUTURE RESEARCH ISSUES**

The proliferation of the Internet and the internetworking protocol (IP) technology has paralleled the vast growth of wireless and mobile communication systems in the last two decades. Although the two domains (the Internet and wireless networks) were kept separate, this is currently changing with the adoption of IP in 3G and beyond wireless networks. Since IP is inherently unreliable, the QoS provisioning (particularly in wireless networks) requires additional measures and schemes for traffic control (classification and prioritization) and resource management (allocation and reservation).

The Internet Engineering Task Force (IETF) has proposed techniques such as the Reservation Protocol (RSVP), Integrated Services Protocol (IntServ), and Differentiated Services Protocol (DiffServ) for QoS provisioning in IP networks. In RSVP, required resources are reserved in all nodes along the whole path from the source to destination nodes. While IntServ uses RSVP to reserve the amount of resources that suits the type of service, DiffServ on the other hand does not perform any resource reservation and it classifies packets into one of a few predefined classes [144]. These protocols, however, must be equipped (integrated) with admission control mechanisms to ensure the availability of enough sources in terms of bandwidth and buffer space, particularly for sessions belonging to a better-than-best-effort service, namely, the guaranteed and controlled-load classes. In order to guarantee end-to-end QoS, the wireless admission control in the wireless IP paradigm has to consider resource availability over the radio access network, in the subnet, and in the core IP network as well. Furthermore, the admission problem has to consider the implications of user mobility not only from one cell to another but also from one subnet to another.

Figure 5 shows a simplified architecture of wireless IP networks. The gateway router is responsible for connecting the radio access network to the subnet, while the bandwidth broker is responsible for the resource allocation and admission control based on the service-level agreement (SLA) [144]. It is worth noting that the admission control here is performed at the session/flow level rather than the call level since efficient utilization of system resource has to deal with sessions/flows rather than calls due to the possibility of having multiple sessions/flows per connection and the intermittent nature of the IP traffic.

A framework for resource-based admission control in wireless IP networks has been provided in [145]. The proposed admission policy is measurement-based. Two techniques are employed in [145] for \( P_{bf} \) control. The first technique gives handoff requests a higher priority by serving them before the new requests, while the second technique reserves a certain percentage of total resources solely to handoff requests, as in the guard band policy [65]. Results show that in most cases the first scheme outperforms the second scheme in terms of blocking and dropping rate. However, results also indicate that admission control alone is not enough to guarantee QoS in wireless IP networks, and thus traffic management schemes such as traffic shaping should also be considered.

The provisioning of QoS in wireless IP taking user mobility into consideration has been analyzed in [146–148]. In [146] a virtual admission control is performed in advance (before handoff takes place) in cells likely to be visited by the mobile user to minimize the handoff processing delay. The likelihood of visiting neighbor cells is estimated using the shadow cluster concept discussed above [71]. Although the virtual admission control is performed in advance, resources are not necessarily reserved in neighbor cells even if the dynamic SLA negotiation gets a positive response. The result of the virtual admission control has to be updated when some event (such as flow termination) takes place prior to the handoff.

The admission control scheme in [147] admits the new session if the number of active sessions in the subnet does not exceed the predefined maximum number of sessions of this particular class (determined offline by the SLA). Handoff requests, on the other hand, are always admitted as long as their required resources are available in the new cell. In order to prioritize handoff calls more efficiently, some resources are left exclusively for handoff sessions, as in the guard band policy (as in [62]). The proposed scheme has been analyzed in a wireless IP network using the DiffServ mechanism. Results show that the proposed scheme reduces the session dropping probability without causing significant degradation to the session blocking probability.

It is shown in [148] that end-to-end QoS guarantee has to be performed at different levels, namely, inter-domain, macro level, and micro level. In the first level, certain measures and mechanisms are used to guarantee QoS when users move from one domain to another. At the macro-level, other measures and mechanisms should be used to guarantee QoS when users move from one subnet to another. Finally, other measures and mechanisms should be used to guarantee QoS when a user moves from one cell to another inside the same subnet. Resource-based admission control has been proposed in [148] for QoS guarantee at the macro-level. The CAC scheme checks the available resources between the gateway home agent (GHA) and gateway foreign agent (GFA), and also the GFA of neighboring cells before admitting the new or handoff calls, and a certain percentage of resources is kept exclusively for handoff calls, as in the guard band policy.

Multipath/Ad hoc wireless networks have fundamental distinctions compared with classical wireless networks. Therefore, introducing a novel CAC scheme that takes into consideration the new characteristics is essential for providing
acceptable QoS in multihop/ad hoc wireless networks. These CAC schemes have to consider the lack of infrastructure (for ad hoc networks), network connectivity, new interference models, traffic routing, decentralized implementation, and power/energy limitations.

A framework for call admission in ad hoc networks has been proposed in [149]. This framework tries to strike a balance between the network connectivity, which is enhanced by admitting more users, and the signal quality in terms of the interference level, which increases by admitting a large number of users. The CAC concept classifies the incoming user as class 1 if (by admitting this user) the number of links will equal one of the critical values; otherwise, the user is classified as class 2. The critical numbers of links, determined by the graph theory, are the ones that increase the connectivity of the existing nodes (users). For instance, when the number of links is equal to \((n/2).\log(n)\) or more, any node can reach other nodes using one or more hops, where \(n\) is the number of existing nodes. Class 1 users are admitted if the advantage of increasing the connectivity by admitting those users compensates the degradation in the signal quality due to the potential increase in the interference level, while class 2 users are only admitted if the interference level (after admitting the incoming users) is acceptable. The admission decision is made by an appointed node, which is considered as a virtual cluster head.

In [150] a CAC scheme based on bandwidth availability in multihop network has been proposed. On-demand routing and bandwidth reservation (at included nodes) are employed to explore the possibility of admitting the new (real-time) call. If no routes could be found such that all nodes in that route can be allocated the required resources in terms of the number of time slots, the call is rejected. Time slot reallocation is not considered to alleviate the problem of time-slot matching between neighbor nodes.

A threshold-based CAC for wireless multi-hop voice/data networks using circuit switching has been presented in [151]. Before admitting a call, the number of calls per circuit (connecting a source/destination pair) is checked to determine whether it is less than a threshold value. Also, the sum of the number in each pair of circuits intersecting at any node is checked to ensure that it is less than another threshold value. The threshold values are chosen to minimize the blocking probability using the ordinal optimization techniques.

The CAC scheme proposed in [137] uses adaptive prioritization schemes and resource availability for burst admission in ad hoc wireless networks. For instance, services with lower delay tolerance are admitted first, followed by services with higher delay tolerance, which can be queued until resources become available. Arriving bursts send their requests to the cluster head that manages the resource availability and prioritization scheme. Results show that the proposed scheme outperforms classical non-prioritized burst admission schemes such as first-come-first-serve (FCFS) in terms of \(P_b\).

In [16] a measurement-based CAC has been proposed. When a new call arrives, it first transmits probing packets. The delay incurred by the probing packets is used to determine the service curve, which quantifies the network loading status. The measured service curve is compared by a pre-specified service curve corresponding to the QoS requirements. The CAC scheme accepts the call if the measured service curve is above the universal service curve; otherwise, the call is rejected.

Three CAC schemes for ad hoc wireless LANs have been proposed in [152]. The master device (node) decides whether to admit the arriving call based on the total amount of resources and estimated aggregate link utilization by all existing users. The three schemes differ mainly in the estimation technique of the aggregate link utilization, taking into account the burst nature of the traffic. The first scheme uses the sum of the peak rates of different users as an estimate of the aggregate link utilization. Although this scheme is very simple and can guarantee a low packet loss rate, the conservative estimate leads to a very high blocking rate (up to 50 percent). The second and third schemes use the effective bandwidth technique to estimate the link utilization. The probability of the aggregate link utilization is approximated using the Hoeffding bound [153] and Gaussian distribution in the second and third schemes, respectively. Results show that when a low packet loss rate is required, the Hoeffding bound-based scheme can maximize the aggregate utilization better than the Gaussian distribution-based scheme. On the other hand, the Gaussian distribution-based scheme is more effective in reducing the locking rate if a high packet loss ratio can be tolerated. A similar strategy is used in [154] for mobile ad hoc networks (MANETs). The aggregate link utilization is estimated based on the number of nodes sharing the link and a utilization factor determined empirically (by simulation). However, it should be noted that the utilization factor value is sensitive to many system parameters, and it has to be determined for each particular network configuration.

The popularity of multihop/ad hoc wireless networks is rapidly increasing. Therefore, it is envisioned that CAC schemes will receive more attention in the context of multihop/ad hoc wireless networks since QoS provisioning is more challenging in multihop/ad hoc wireless networks due to their decentralized nature, power/energy constraints, and lack of infrastructure.

It is anticipated that different access technologies will coexist in future wireless networks. Henceforth, beyond 3G wireless networks will encompass 3G wideband CDMA (WCDMA) cellular systems; wireless local area networks (WLAN) such as the IEEE 802.11 family and HIPERLAN; digital video broadcasting (DVB); and broadband wireless access metropolitan area networks (MAN), such as IEEE 802.16. Therefore, RRM in general and CAC in particular have to be revisited to deal with the anticipated new composite radio wireless environment.

Optimal CAC schemes have been studied extensively but separately from other RRM techniques. These optimal CAC schemes, however, do not guarantee optimal overall performance when they are integrated with other RRM techniques.
techniques such as power control and scheduling. Hence, it is envisaged that optimal integrated RRM techniques (including CAC) are to be adopted in future wireless networks since they can outperform separately optimized RRM techniques.

The dependence of the transmission rate on the achievable SIR in the transmission-rate-based CAC schemes is proposed for future research, particularly when adaptive coding and modulation is employed for efficient resource utilization.
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