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Joint Probability Distributions   (discrete case only)

The joint probability mass function of two discrete random quantities   X,  Y   is 


   p(x, y)   =   P[ X = x   AND   Y = y ]   

The marginal probability mass functions are 
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Example 9.01
Find the marginal p.m.f.s for the following joint p.m.f.

	p(x, y)
	y = 3
	y = 4
	y = 5
	pX(x)

	x = 0
	.30
	.10
	.20
	

	x = 1
	.20
	.05
	.15
	

	pY(y)
	
	
	
	


The random quantities   X  and  Y  are independent  if and only if 


p(x, y)   =   pX(x) ( pY(y)     (  (x, y)

In example 9.01,    pX(0) ( pY(4)   =   .60 ( .15   =   .09 ,  but    p(0, 4)   =   .10  .

Therefore  X  and  Y  are dependent, 

[despite    p(x, 3)   =   pX(x) ( pY(3)  for  x = 0 and  x = 1 !].

For any two possible events   A  and  B , conditional probability is defined by 


[image: image3.wmf]]

[

P

]

[

P

]

|

[

P

B

B

A

B

A

Ç

=

 ,  which leads to the conditional probability mass functions
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In example 9.01, 
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	p(x, y)
	y = 3
	y = 4
	y = 5
	pX(x)

	x = 0
	.30
	.10
	.20
	.60

	x = 1
	.20
	.05
	.15
	.40

	pY(y)
	.50
	.15
	.35
	1


Expected Value
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A measure of dependence is the covariance of   X  and  Y :
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         =    E[ X Y ]  (  E[ X ]( E[ Y ] 

Note that   V[ X ]   =   Cov[ X, X ] .

In Example 9.01:

	p(x, y)
	y = 3
	y = 4
	y = 5
	pX(x)

	x = 0
	.30
	.10
	.20
	.60

	x = 1
	.20
	.05
	.15
	.40

	pY(y)
	.50
	.15
	.35
	1


E[ X ]   =   

E[ Y ]   = 

E[ X Y ]   =   

	x ( y
	3
	4
	5

	0
	0 ( 3 ( .30
	0 ( 4 ( .10
	0 ( 5 ( .20

	1
	1 ( 3 ( .20
	1 ( 4 ( .05
	1 ( 5 ( .15


Cov[ X, Y ]
=     E[ X Y ]  (   E[ X ]( E[ Y ]



=    

Note that the covariance depends on the units of measurement.   If  X  is re-scaled by a factor  c  and  Y  by a factor  k , then 

     Cov[ cX, kY ]   =   E[ cXkY ]  ( E[ cX ]( E[ kY ]   =   ck E[ X Y ]  (   c E[ X ]( k E[ Y ] 



=  ck (E[ X Y ]  (   E[ X ]( E[ Y ] )   =   ck ( Cov[ X, Y ]

A special case is   V[ cX ]   =   Cov[ cX, cX ]   =   c2 ( V[ X ] .   

This dependence on the units of measurement of the random quantities can be eliminated by dividing the covariance by the geometric mean of the variances of the two random quantities: 

The correlation coefficient of    X  and  Y  is    Corr( X, Y )   =   ( X, Y   =  
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In Example 9.01,   

E[ X 2 ]   = 

V[ X ]   = 

E[ Y 2 ]   = 

V[ Y ]   = 

(
(  =  

For a joint uniform probability distribution 

(and noting 
[image: image10.wmf](

)

(

)

xy

xy

xy

rmm

µ--

åå

):

[image: image11.png]


             

In general, for constants a, b, c, d,
with  a  and  c  both positive or both negative, 



Corr( aX + b ,  cY + d )   =   Corr( X ,  Y ) 

Also:

(1   (   (   (   +1.     

Rule of thumb: 



| (  |  (  .8
(    strong correlation


        .5 < | (  | < .8    
(    moderate correlation



| (  |  (  .5
(    weak correlation

In the example above,   (  = 0.0224  (    very weak correlation (almost uncorrelated).

X , Y   are independent    (     p(x, y)  =  

(     E[XY]  =  ∑∑ x y p(x) p(y)  =  ∑ x p(x)∑ y p(y)  =  E[X] E[Y]    

(     Cov[X , Y ]  =  0 .   It then follows that 

X , Y   are independent    (     X , Y   are uncorrelated   ((  = 0) , but 

X , Y   are uncorrelated    
[image: image12.wmf]Þ

    X , Y   are independent .

Counterexample (9.02):

Let the points shown be equally likely.   Then the value of   Y  is completely determined by the value of   X .   The two random quantities are thus highly dependent.   Yet they are uncorrelated!
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Linear Combinations of Random Quantities 

Let the random quantity   Y   be a linear combination of   n   random quantities   Xi : 
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then   
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But   
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Special case:

n = 2 ,   a1 = 1 ,   a2 = (1 :

E[ X1 ( X2 ]   =   




and 

V[X1 ( X2 ]   =
   

Example 9.03 

Two runners’ times in a race are independent random quantities   T1  and  T2 , with 


( 1  =  40

(12  =  4 , 


( 2  =  42

(22  =  4 , 

Find
E[ T1 ( T2 ]  and  V[ T1 ( T2 ].

Example 9.04 
  

Pistons used in a certain type of engine have diameters that are known to follow a normal distribution with population mean 22.40 cm and population standard deviation 0.03 cm.   Cylinders for this type of engine have diameters that are also distributed normally, with mean 22.50 cm and standard deviation 0.04 cm. 

What is the probability that a randomly chosen piston will fit inside a randomly chosen cylinder? 

Let
XP  =  piston diameter     ~  N(22.40, (0.03)2) 

and
XC  =  cylinder diameter  ~  N(22.50, (0.04)2) 

The random selection of piston and cylinder   (    XP  and  XC  are independent.

The chosen piston fits inside the chosen cylinder iff

XP  <  XC.

Distribution of the Sample Mean  

If a random sample of size  n  is taken and the observed values are   {X1, X2, X3, ... , Xn}.  

then the  Xi  are independent and identically distributed  (iid)  (each with population mean  (  and population variance  ( 2)  and two more random quantities can be defined: 

Sample total:
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Sample mean:
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Sampling Distributions 

If
Xi  ~  N((, (2)
  then
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and 
Z  =  
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  ~ N(0, 1) .
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   is the standard error.  

If  ( 2  is unknown, then estimate it using   E[S 2]  =  ( 2 .   Upon substitution into the expression for the standard normal random quantity  Z , the additional uncertainty in (  changes the probability distribution of the random quantity from  Z  to 


T  =  
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   ~ t n ( 1 ,    (a  t-distribution with  (  =  (n ( 1)  degrees of freedom)

But   t n ( 1 (  N(0, 1)   as  n ( ( .

[We shall employ the t distribution in Chapter 10].

Example 9.05  

How likely is it that the mean of a random sample of 25 items, drawn from a normal population (with population mean and variance both equal to 100), will be less than 95? 

Example 9.06   

The mass of a sack of flour is normally distributed with a population mean of 1000 g and a population standard deviation of 35 g.   Find the probability that the mean of a random sample of 25 sacks of flour will differ from the population mean by more than 10 g.

We require
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X  ~  N(1000, (35)2) 

and
sample size  n = 25 

(


Central Limit Theorem 

If   Xi  is not normally distributed, but   E[Xi] = ( ,   V[Xi] = ( 2   and   n is large (approximately 30 or more), then, to a good approximation, 
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At "http://www.engr.mun.ca/~ggeorge/3423/demos/clt.exe" is a QBasic demonstration program to illustrate how the sample mean approaches a normal distribution even for highly non-normal distributions of  X .      [A list of other demonstration programs is at 

"http://www.engr.mun.ca/~ggeorge/3423/demos/".]

Consider the exponential distribution, whose p.d.f. (probability density function) is 
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It can be shown that the exact p.d.f. of the sample mean for sample size n is
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[A non-examinable derivation of this p.d.f. is available at

"http://www.engr.mun.ca/~ggeorge/3423/demos/cltexp2.doc".]

For illustration, setting ( = 1, the p.d.f. for the sample mean for sample sizes n = 1, 2, 4 and 8 are:
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[image: image34.png]



The population mean  ( = E[X] = 1  for all sample sizes.

The variance and the positive skew both diminish with increasing sample size.

The mode and the median approach the mean from the left.
For a sample size of  n = 16, the sample mean 
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 has the p.d.f.
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A plot of the exact p.d.f is drawn here, together with the normal distribution that has the same mean and variance.   The approach to normality is clear.   Beyond n = 40 or so, the difference between the exact p.d.f. and the Normal approximation is negligible.

It is generally the case that, whatever the probability distribution of a random quantity may be, the probability distribution of the sample mean 
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 approaches normality as the sample size n increases.   For most probability distributions of practical interest, the normal approximation becomes very good beyond a sample size of 
[image: image40.wmf]30

n

»

. 

Example 9.07  

A random sample of 100 items is drawn from an exponential distribution with parameter ( = 0.04.   Find the probabilities that 

(a)
a single item has a value of more than 30; 

(b)
the sample mean has a value of more than 30.

[Space for the solution of Example 9.07]

Sample Proportions  

A Bernoulli random quantity has two possible outcomes:


x = 0 (= “failure”) with probability  q  =  1 ( p  

and 
x = 1 (= “success”) with probability  p .   

Suppose that all elements of the set  {X1, X2, X3, ... , Xn}  are independent Bernoulli random quantities, (so that the set forms a random sample).

Let   
T  = X1 + X2 + X3 + ... + Xn  =  number of successes in the random sample 

and
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  =  proportion of successes in the random sample,  

then 
T  is  

Example 9.08 

55% of all customers prefer brand A.   

Find the probability that a majority in a random sample of 100 customers does not prefer brand A. 
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