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Parallel probabilities
GLYN GEORGE

Introduction

After several yearsof teaching an introduction to probability and
statisticsfor engineeringlegreestudentsmy attentionhasbeencapturedby
some variations on the familiar general addition law of probability.
Network analysis of componentsconnectedin parallel is one of many
applications.

To evaluateP[A U B], it is sufficient to havevaluesfor P[A], P[B]

andthe conditional probability P[A | B] (or P[B | A]). The evaluationis
very easy:

P[AU B] = P[A] + P[A] - P[AN B] = P[A] + P[B] - P[A|B] x P[B].

There may be situationswhere the only direct information involves
three of the conditional probabilities P[A | B], P[A| B], P[B| Al,
P[B| Al (or their complements). Under those circumstances,the
calculationP[A U B] of requiresmore thoughtand provided motivation
for this Article.

In a simple analysis of network reliability, componentscan be
connectedin series or in parallel.  Examples of networks are the
transmissiorof a signalor an electric currentbetweentwo points,andthe
flow of fluid through pumping stations from one point to another.

We shall takethe binary case;eithera components working normally
or it hasfailed completely. A further simplificationis to consideridentical
components only.

Connection in series
All componentshat areconnectedn seriesmust workin orderfor that

subsystem to work.
X B®

FIGURE1: Two components connected in series

Let P[E] representhe (unconditional)probability thatcomponentE is
working. With identical componentsP[A] = P[B]. Let this common
probability be representedby p. The probability of successfutransmission
for thesetwo componentgonnectedn seriesis P[A n B]. By thegeneral
multiplication law of probability,

P[A N B] = P[A] x P[B| A].
It is reasonableto assumethat the reliabilities of identical components

connectedn series arendependent. Then the probability of successful
transmission is

P[A N B] = P[A] x P[A] = P~
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Connection in parallel

Only one componentin a setconnectedn parallel needsto work in
order for the subsystem to work.

(T

FIGURE 2: Two components connected in parallel

The probability of successfultransmissionfor thesetwo components
connected in parallel B[C U D].

By the general addition law of probability,
P[C u D] = P[C] + P[D] - P[C n D].
By the general multiplication law of probability,
P[C n D] = P[C] x P[D | C].

If one can assumeindependencef the reliabilities of thesecomponents,
then

P[C u D] = P[C] + P[D] - P[C] x P[D].
With identical component®[C] = P[D] = p. Then

PICUD] =2p-p" =pR2-p. 1)
But the assumptiorof independencés muchmore questionablen the
caseof connectionin parallelthan itis in the caseof connectionin series.
In the fluid flow context, if onepumpingstationfails, thenthat puts more
load on the otherpumpingstation,which may increasehe likelihood of its
failure. The calculation of P[C u D] based on the unconditional
probabilities is no longer valid.
Let the (conditional) probability that one componentworks given that
the other component is working be

PID|Cl =P[C|D] = a
Knowledgethat onecomponents working may enhancehe probability that
the other component is working, so that- p.

Let the probability that one componentworks given that the other
component has failed be

P[D| C] = P[C|D] = h.

Failureof onecomponenimay put morestrainon the othercomponent,
so that b < p. In most systems,neither failure nor successwill be
absolutely certain. The reasonableassumption then follows that
O<b<p<acx<ld
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ThenP[C n D] = P[C] x P[D| C] = P[D] x P[C | D]
= P[C] x a = P[D] x a
Equality of the conditional probabilitiesP[D | C] = P[C | D] therefore
forces equality of the unconditional probabilitRgD] = P[C] = p.
P[Cn D] = P[C] x P[D | C] = P[D] x P[C | D]
> pl-aa=AQA-pb=>@A-a+bp=>
b

_ 2
l1-(a-b @

Note that one has a free choice of only two of P[D | C], P[D | C] and
P[D]. Having chosenthe value of any two of theseprobabilities, (2)
determines the value of the third probability.

b l-(a-b)-b l1-a
1-(a-b) 1-(a-b 1-(a-b)
PICND] =P[C1xP[D|Cl=1-p)(1-b)
(1-a(1-b) 1-a-b+ab
- l1-(a-b) " 1-a+b
The probability that the parallel subsystemCD works is therefore
P[CuD] =1-P[~ (CuD)] =1-P[Cn D] (de Morgan’s laws)

_1—a—b+ab_ l-a+b-(1-a-b+ab) 2b-ab

= p=P[C] = P[D] =

PICl=1-p=1-

l1-a+b 1-(a-b) " 1-(a-b)

Therefore
_ b@2-9a
P[Cu D] = P
or
PIC L D] = PID|ClI(2 - PID]|C])
1-(PD|C]-PIDI|C]

or

PIC L D] = —PIDICIA+PID|Cl) 3

1-(PID| ~C] + P[-D | CI)
Figure 3 illustratesthe functional relationshipbetweenP[C U D] and
thetwo conditionalprobabilitiesa = P[D | C] andb = P[D | C], onthe
domain0 < b < a < 1. This plot is available from
http://www.engr.mun.ca/~ggeorge/parallelProb.mw .
Whenviewedin the appropriategraphicalsoftwarepackageone can view
the plot from any desired direction.
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FIGURE 3: Plot ofP[C u D] againsP[D | C] andP[D | C]

In the case of independenee= b = pand (3) reduces to

PIC L D] = _p(12_—0p)

(which is (1)).

Oneconsequencef equationg2) and(3) is the well-known resultthat
the probability of a subsystemin parallel working is greater than the
unconditional probability of an individual component working:

b2 - a) B b
l1-(@a-b 1-(@a-»>b
_ b2-a-1 _ b(l-a >0
1-(a-h 1-(a-»b
foralla, bsuchthad < b < a < 1.

The generaladditionand multiplicationlaws of probability also leadto
this result, for any pair of possible eveAB:

P[AuU B] - P[A] = P[B] - P[An B] = P[B] - P[B] x P[A| B]
= P[B](1-P[A|B]) >0
(with equality only ifB is a subset of).

P[C u D] - P[C] =
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Examplel

Supposehat eachcomponentworks 90% of the time when the other
components working, but only 50% of the time whenthe othercomponent
has failed. Then, from equations (2) and (3),

05

a=09b=05=>p=-— "> =
1- (09 - 05

S
6

and

P[C U D] = 05(2 - 09 _ 05x 11 _ 55 _ 1_1
1-(09- 05 1-04 60 12
This subsystem therefore works more than 91% of the time.
Figure 4 illustrates the Venn diagram for this example.
&

C D

1
12

FIGURE 4: Venn diagram for Example 1

One interesting question inspired by this example is:

Underwhat circumstancess the probability of the subsystem
working greater than the conditional probability that one
component works given that the other component works?

Put more concisely, when®{C u D] > P[D | C]?
b(2-a) ae b(2-a)-a(l-(a- b))

P[CuD]—P[D|C]=1_(a_b)— = - @D

The numerator is
2b-ab-a(l-a - ab

2b — 2ab - a(l - a)

=2b(l-a-al-a = (2b-1(1 - a.
The numerator will be positive only2b > a.
ProvidedP[D | C] < 1,
P[Cu D] > P[D| C]if,andonlyif,P[D | C] > $P[D| C] (4)
which is the case in Example 1.

Example2

As an exampleof thecasewhenP[C U D] < P[D | C], supposghat
each componentworks 80% of the time when the other componentis
working, but only 30% of the time when the other componenthasfailed.
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Then, from (2) and (3),
0.3 3

— 2 - Z_-06
1-(08-03 5

a=08b=03=p-=

and

03(2-08 _ 03x12 36 _ 18 _ 072
1-@©08-03 05 5 25

This subsystenthereforeworks 72% of the time, which is lessthan
P[D | C] (but greater thaR[D], as it must be).

PlcuD] =

g
C D

0.28

FIGURE 5: Venn diagram for Example 2

Example3
Supposeéhatthetwo conditionalprobabilitiesareequallyspacedaround
0.5. Therb = 1 - aand
1-a _1
1-(a-(1-2a) 2
so that successand failure are equally likely for eachcomponentin the
absence of knowledge of the status of the other component.

_ (1-a2-a 2-a 2-@1-Db
Plevb - a-a "2~ 2

p:

so that
PlcuDl=1-3%P[D|C] =4%+%P[D]|C]. (5)

One extreme case occurs when a = b = p = §, so that the
components are independent &[€C U D] = 2 (consistent with (1)).

The other extremecaseis when failure of one componentguarantees
failure of the other andsucces®f one componenguaranteesucces®f the
other (perfectcorrelation,a = 1, b = 0). Equation(3) is indeterminate,
which leadsto the gapin theplot ata= 1,b = 0in Figure 3. Using(5) (or
the limit for (3)) showsthat P[C U D] tendsto 0.5 (successand failure
equallylikely), but eventsC and D aremutually exclusive(as dependenas
possible). In aVenndiagram,C and D arethe sameset. Examiningvalues
close to this extremecase,a = 0.999 b = 0.001, (2) and (3) lead to
p = P[C] = P[D] = 0.5andP[C U D] = 0.5005

For all other cases in between these two extrefne®[C U D] < 3.
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Also, from (4),P[C U D] > P[D| C] requiresh > Ja.

With the additional constraint thet= 1 — a, this condition becomes
l—a>g:>l>§:a<g.

2 3

Therefore,in the casewhere the two conditional probabilitiesare equally
spaced around 0.B[C U D] > P[D| C] requires; < P[D | C] < .

Non-identical components in parallel

We can also deduce anexpressionfor P[CuU D], in terms of the
conditional probabilities only, in the more general case where the two
components are not_identical, so that P[D | C] # P[C| D] and
P[D| C] # P[C | D]. However,the algebrais messier! To render the
algebrasomewhateasierto follow, we use the following abbreviations:
c=P[c], d=P[D], r =P[C|D],s=P[C|D],t=P[D|C],
u=P[D|C]

The total probability partitions into four exhaustive and mutually
exclusive probabilities which, by the general multiplication law of
probability, are

P[Cn D] = ct = dr, P[C n D]
P[C N D] = cf = ds P[C n D] = cu = ds, (6)
from whichc = ¢(t + I) = dr + dsandd = d(r + F) = ¢t + ¢u

c=dr +ds = dr = ct = (dr + ds)t

¢u = dr,

Sdr=drt+(1-dst=>dr-rt+st)y=¢ =>d=——. @)
rt+st

In a similar way, the two unconditional probabilities can then be
expressedin terms of the four conditional probabilities and their
complements, each in four equivalent ways:

P[C] = ¢ = ru o si s rsu + s
ru+rft  so+& &+t o+ rO

and

st au tu Hu + sto
P[D] = d = _ = = = = . (8
g+ rt U+ ra ft + ru g + 4

These equations place one constraint on the valuesof, u.

3 = - S = st(3u + Fi) = su(st + rf)

g + rf Su + fa

= SqU + PO = squU + r&fu = (1 - u) = rstu

st

—_. 9
rs + rst ©

= st = rfu + rstu = u =
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Having chosen values for r = P[C|D], s=P[C|D] and
t = P%D | C], there is no freedom of choice for= P[D | C].
There are several ways to obt®fC U D], including
P[Cc u D] = P[C] + P[C n D] = c + df (from (6))
and from equation (8),

P[Cu D] = s, _$ s+
st + rt s + rt st + rt
Therefore
P[c U D] = P[C | DJ x (P[C| D] + P[C | D] x P[l? | C]).(lo)
P[C|D] x P[D| C] + P[C| D] x P[D]| C]
Exampled

P[C | D] = 090. P[C | D] = 0.75andP[D | C] = 0.50.
Equation (9=

o[D|&] - 0.10x 0.75x 0.50 _00375_
0.10x 0.75x 0.50+ 0.90% 0.25% 0.50 _ 0.1500
0.90x 0.75 0675 9 ..
Equation (8= P|C| = = =—=081
q ()= PIC] = 55050+ 000% 050 ~ 0.825 "~ 11
0.75% 0.50 0375 5 .

andP[D] = = == =
0.75x 050+ 090x 050 0825 11
Equation (10)=
P[cuD] - 0.75(0.90+ 0.10x 0.50) _ 0.7125= 1_9 _ 0.86%.
0.75x 0.50+0.90x 0.50 0.8250 22
While this is greater thaB[C], P[D] andP[D | C], it is less tha®[C | D].
g

C D

3
22

FIGURE 6: Venn diagram for Example 4

When isP[C U D] > max(P[D|C],P[C|D]) ?
s(r + t)
P[CuD] >P[D|C] = —
= s(r +rt) > t(st + rf) = rs + rst > &® + rif
rtt

sSsfr+rt-t)>rtf=>s> ———.
r+rt-—t2
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Butr +ft—t?=r+t—-rt—t?=r(1-t)+t(1-t) = (r +t)f
rt

= s>
r +t
and
s(r + 1t
P[CUD]>P[C|D]=>(—~)>Y
g +rt
= s(r+7t)>r(st+rf) = rs+ st > rst + rrf
N . 2t
=S s(r+ft—rt)>rfi=>s> ———.
r+ 7t —rt
Butr +ft —rt =r@-t) +rt =rf +rt
ri
=85> ——.
rt + rt

ThereforeP[C U D] > max(P[D| C], P[C| D]) when
P[C | D] x P[D | C]
P[cC|D] +P[D|C]”’
(P[C | D))’ x P[D | C]
P[c| D] xP[D| C] +P[C|D] xP[D|C])
Obviouslythis is nowherenearaselegantasthe condition (4)in the caseof
identical components.

P[C | D] > max

13

Identical components

In the casewhenthe componentareidentical (interchangeable), = t
ands = u. Equation (8) becomes

c - tu B ut B ut  thu + fud
tu + ft uo + of ut + tt au + o

and
ut Qu tu afu + utd

"W+t W+fo H+tu O+ uon
and all eight expressions in (8) simplify to
u P[D | C]

-d = _ . B} ,
¢ u+i PD|C]+PD|C]

which is (2).

Equation (10) becomes

P[C U D] = ut+ )  ut(l+0H  u@+0
Cou+tt tlu+ ) u+f

P[D|C] x (1 + P[D] C])
P[D|C] + P[D ]| C]

= P[CuD] =

which recovers (3) above.
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Equation (11) reduces to (4):

rt t2 t rt t% t
r =t = = —— = —and = —— = —,
r+t t+t 2 rf +rt tt + Tt 2

An Excel spreadsheeto calculate P[C U p]] directly from the three
conditional probabilites P[C | D], P[C | D] and P[D| C] can be
downloaded from

http://www.engr.mun.ca/~ggeorge/Parallels.xIsx

Conclusion

The main contributionshereare (10) (andits specialcase(3)), relating
P[C u D] directly to the conditionalprobabilitiesP[C | D], P[C | D] and
P[D | C] only, and (4), providing the condition, in the caseof identical
components, foP[C U D] to exceed®[D | CJ.
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