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Abstract—Identifying moving humans in indoor environments
using a camera with unknown orientation is a challenging
problem due the pose variation, varying body shapes and
potentially complex backgrounds. Existing approaches share
common assumptions or conditions, such as long setup time or
known camera orientation. We present an approach to segment
and recognize humans in an indoor environment given RGB-D
data from a camera with arbitrary orientation and location, only
assuming that people smoothly move in the camera field of view
with their body perpendicular to the ground plane, and that
the camera’s position remains constant. Methodologically, we
identify all moving humanoid objects by evaluating histogram
intersection change across video segments, object dimensions
and the trajectory vector of the homography decomposition.
From a set of 24 RGB-D data trials captured using a Kinect
sensor, we identify the largest ground planes, cluster objects in
the scenes and find 2D SIFT features for those objects, and
then build a motion sequence for each object by evaluating
the intersection of each object’s histogram in three dimensions
across frames. After find the reliable homography for all objects,
we identify the moving human object by checking the change in
the histogram intersection, object dimensions and the trajectory
vector of the homgraphy decomposition. Our results show that
the moving humanoid objects can be successfully detected, if
visible to both RGB and depth sensor, regardless of camera
orientation and movement speed of the human. Overall, our
approach robustly estimated the moving humanoid objects in 24
indoor scenarios with arbitrary camera orientation and location.

Index Terms—Human identification, Homography, homogra-
phy decomposition, point cloud segmentation, 3D data analysis.

I. INTRODUCTION

With one additional dimension, 3D data provide a more
intuitive and realistic environmental perspective in computer
vision applications than traditional 2D data. By combining
traditional 2D RGB data with depth information, 3D data
create a more comprehensive digital representation of real
world environments, providing considerable value in many
applications such as training and simulation [1][2], construc-
tion [3][4] and gaming [5][6]. The benefits of 3D data over
2D data are particularly noticeable in cluttered or dynamic
environments. In these complex environments, 3D data al-
low enhanced visual understandings, improved precision and
accuracy, easier risk/issue identification and analysis, and in-
tuitive model manipulation [7][8][9]. For example, operating
rooms typically have many objects that frequently change
depending on the nature of the emergency, including multiple
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humans who enter and exit the room and interact with the
objects and each other. Constructing an accurate 3D model of
an operating room and recording videos of various processes
within the room could create a helpful and interactive tool for
training and simulation, or be used in real time to observe and
monitor the room. For applications like gaming, the room
is often modified to accommodate placement of a sensor
(i.e., clearing out a space), the sensor is intentionally located
in an ideal position, and users are willing to undergo a
calibration process if necessary. However, the applications we
consider, such as the operating room, are complex, dynamic
and cluttered real-world environments, where the sensor must
be located out of the way of the processes or occupants of
the room, and systems using the sensor would need to auto-
calibrate because occupants of the room are unlikely to be
willing to perform calibrations. Accordingly, in applications
in these complex environments, the sensor’s location and
orientation in the room will generally be unknown (e.g.,
the sensor’s field of view cannot be assumed to be parallel
to the ground). In this paper, we focus on addressing the
difficulties of segmenting the moving humanoid objects in
a indoor environment without any a prior knowledge of the
sensor or room, which will be an important prior knowledge
to allow future estimation of the unknown orientation of a
sensor and relative position between multiple sensors.

Human detection is essential due to its usage in a vari-
ety of applications including human tracking[10][11], hu-
man identification[12][13], and human statistical processes
(e.g., counting human occupancy)[14][15]. Indeed, most com-
puter vision algorithms implicitly assume a known hu-
man orientation[16][17] and the visibility of special human
features[18][19]. However, in complex and dynamic environ-
ments with unknown sensor placement, these assumptions are
hard to achieve. In addition, finding moving humanoid objects
allows an estimation of the ground plane, and as a result
the camera orientation, which then also facilitates improved
3D registration and 3D reconstruction of data from multiple
sensors viewing the same scene by converting a 3D problem
into a 2D problem. Ultimately our goal is to start by detecting
moving humanoid objects, and then estimating the ground
plane for each sensor in a multi-sensor system using this
human movement, such that the ground plane can be used
as a reference for finding the positions and orientations of
each sensor relative to each other, which will facilitate the



reliable 3D reconstruction of a medical operation room.

To accomplish our goal, we aim to develop a system that
detects moving humanoid objects with unknown positions and
orientations in an indoor environment. Our only assumptions
are: that most of at least one person can be seen smoothly
moving in the RGB-D camera field of view and the RGB-D
camera’s position and orientation remain unchanged until the
humanoid object detection is complete. In order to detect the
moving humanoid objects under this condition, we combine
the robustness of 3D Random Sample Consensus (RANSAC)
and 2D homography decomposition. While 3D RANSAC
extracts useful spatial information from each 3D point cloud
segment, 2D homography decomposition constructs homog-
raphy planes from people walking on the ground.

II. RELATED WORK

Existing humanoid object detection work can be broadly
categorized into 2D or 3D approaches based on the sensor
type. Within 2D approaches, the most widespread approach
is using Histograms of oriented gradients (HOG)[16], which
detects humans based on local feature patterns. Multiple 2D
humanoid object detection approaches, such as [17] [20] and
[21], are built based on HOG and improve the efficiency and
accuracy of HOG by analysing HOG features with Partial
Least Squares, combined with Gaussian and Background
Contours Subtraction, and using feature approximation re-
spectively. Due to the nature of HOG, all of these approaches
are significantly sensitive to the camera orientation, especially
to the roll angle. In addition, the approach proposed by Oren
Freifeld et al.[22] which used training templates to describe
human 2D contour body shape and the color-curve based deep
learning neural network method built by Humberto Souto
et al.[23] are also fit in to 2D approaches. However, these
two approaches require human body parts that are clearly
independent from the background. Furthermore, Dragon et al.
[24] proposed an approach for detecting and tracking moving
objects from RGB images where RGB frames captured from
a moving sensor are iteratively split into regions until reliable
homographies can be estimated from the feature points within
these regions. The decomposition of the homography with the
highest probability indicates the orientation and ego motion
of the sensor’s movement. Unfortunately, this approach is
not suitable for indoor environments with a stationary sensor
because moving objects will be a small proportion of the
scene, making it hard to distinguish between a homography
generated from mismatched key points and a homography
from a moving object. Further, their solution requires the
shape of moving objects to remain unchanged to ensure suc-
cessful feature correspondence between frames; a condition
that cannot be guaranteed in indoor environments with an
arbitrary fixed perspective. Although the above 2D approaches
can successfully detect human or moving objects, none of
them work in dynamic or cluttered environments where the
location and orientation of the sensor is unknown.
3D-based Human detection approaches commonly utilize the
pattern of 3D local features, which describes some character-

istics of 3D raw data, to identify some special components of
humans. Rauter proposed a depth map feature descriptor to
search and find human head based on the unique depth value
distribution of human body-to-shoulder area[25]. Similarly,
Xia et al. created a 2D contour model and a 3D surface
model to extract the human head from a depth image, and
then detected the human body by extending the human head
region[19]. Notably, these two algorithms fail to detect a
human if the head is not in the camera field of view (FOV)
or the shape of head does not fit the pre-designed pattern
(e.g. wearing a nurse hat). In addition to the depth map-
only approaches, other researchers utilized the combination
of RGB and depth data for human detection. The system pro-
posed by Buys et al. combines depth segmentation based on
Kinematic modeling[26] and color labeling to detect humans
and recognize human poses[27], while Liu et al. detected
humans through 3D spatial and 2D RGB data statistics[28].
However, Kinematic models require human body parts that
are independent from each other and background, and Liu’s
approach assumes the human head is always visible. Together,
the most robust and reliable 2D and 3D methods of detecting
humans in the scene have common assumptions or predicates,
such as the known and unchanged orientation of the camera,
certain human body parts are visible, or human body parts
are independent within the camera’s FOV. While these as-
sumptions restrict the complication of the human detection
problem based on the requirements of specific applications,
they cannot be used in real-world scenarios where the camera
location and orientation are unknown, and the environment is
complex, cluttered or dynamic. To overcome the limitations
of these assumptions for our application, we build on the
approach of Dragon et al. [29][24] because the assumptions
of their approach are closest to our conditions. Notably, while
their approach requires the sensor to be moving, we assume
that the sensor is stationary and something in the scene is
instead moving. In our case, we will restrict our interest to
a human moving in the scene, which is very common in a
complex and dynamic scene, though this does not necessarily
need to be the case. We present our approach to accomplish
this in section III followed by our experimental setup and
results in section IV. We then present our discussion and
future work in section V.

[II. METHODOLOGY

Our humanoid object detection approach combines the
robustness of 2D and 3D computer vision algorithms. The ma-
jor components of our approach are: 1) Data pre-processing
(section III-A) where we described the preparation of 2D and
3D data with corresponding features; and 2) 2D homography
decomposition (section III-B), where we decomposed the 2D
homography according to 3D feature restrictions to estimate
the trajectory of any moving humanoid objects in the scene.

A. Data pre-processing

To obtain a more useful 3D data representation, we first
generated a 3D point cloud from the RGB-D data using the



intrinsic and extrinsic parameters of the sensor. We calibrated
using Zhang’s approach with the intrinsic parameter matrix
defined as: [30]:
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where f is the focal length, m is the scale factor, -y is the skew
coefficient between the x and y axes, and (ug, vg) is the prin-
R3y3 T3><1]
O1xs 1 7
composed of rotation and translation parameters R and 7.
Finally, using radial distortion k;, ks, k3 and tangential distor-
tion p1, p2 coefficients, we calculated the camera matrix C' by
multiplying the intrinsic and extrinsic matrices, such that the
depth images were undistorted based on camera parameters
and distortion coefficients [31] according to

cipal point. The extrinsic parameter matrix is |
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From Eqgs.(1), (2) and (3), the coordinates and value of each
pixel in each depth image was transformed to an individual
point in the associated 3D point cloud.

In general, the point cloud of an indoor environment is
composed of planes (e.g., walls, floor), objects (e.g, drawers,
chairs), and humans, though in some cases substantial por-
tions of objects are also planes (e.g., desks). In a cluttered
indoor environment, planes normally occupy the majority
part of the camera FOV. Therefore, after down-sampling the
point cloud by applying a voxel grid filter, we disassembled
each point cloud into plane segments and object segments
by storing and removing any planes greater than 20% of
the original point cloud, and then clustering the remaining
objects. We used Random Sample Consensus(RANSAC)[32]
to extract the planes.

After we stored and removed the planes in the scene, we
segmented the point cloud into object clusters using Euclidean
clustering algorithm[33]. We first employed Euclidean clus-
tering to find groups of points that were physically close to
each other, and then we stored all clustered objects S, and
extracted planes Sp,.

To identify which clustered objects are moving in the scene
in preparation for homography estimation, we needed to
find corresponding objects between successive frames. We
utilized Scale-Invariant Feature Transform (SIFT)[34] as the
feature extractor on the RGB images to derive 2D feature
points. SIFT was able to generate a sufficient number of
2D features for each object in the scenes; particularly for
any humans. Additionally, SIFT accommodates a wide range
of performance control through variation of the octave layer
number nOct, edge-like feature filter threshold eThresh,
and the sigma of Gaussian filter o [35], allowing excellent

optimization for keypoint detection. For each RGB frame,
the 2D feature points were stored as an output of the data
preparation phase, along with the 3D points of the clustered
objects and the extracted planes.

B. Homography estimation

We used the homography [36] between moving objects
across successive frames to construct a plane representing
the orientation of moving objects. With a minimal sample set
of four feature key point correspondences between frames at
time ¢ and time t + At, a nine-parameter homography matrix
H:
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can be generated, which represents the transformation be-
tween 2D points in image coordinates and 3D points in the
camera coordinate system.
To find which objects were moving between successive
frames, we implemented the Blockwise Linearity Assumption
(see [29]). We segmented the entire data set into blocks
B = {F,F5,...F,} of frames F' ranging from frame 1 to
x. Let S! and S? denote all the object segments in the first
and second point clouds representing a pair of successive
frames. We calculated the 1-D histogram of three dimensions
Hist,, Hist,, Hist, for each object segment Sgi and ng.
Then, we matched a pair of object segments in F} and F),
that represented the same object O; by determining if the
intersection ratio

: . A(S)NA(SE)

intersection, = A(Sgi) 4)
between the histogram areas of S({i and Sfj was greater than
zero, and decreased as z increased. To ensure the histogram
intersection was larger than zero between the first frame F}
and frame F,, we chose a small block size similar to [24][29].
The resulting list of matched pairs of 3D objects S, and S},
including any moving humans, were projected to 2D pixel
clusters C’;l and ng according to
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where (x2,y2) denotes the distorted pixel coordinates and
r = v/} + y?. Consequently, each 2D pixel cluster C¥ is
then converted to a 2D feature point cluster R?. by using
each 2D pixel (z;,y;) as the center point and searching for
the closest feature points within the radius 7.

We removed any feature keypoints that were outside of the
regions, and applied Motion-Split-And-Merge (MSAM)[24]
to each pair of corresponding regions Rl, and Ry in F and
F, respectively to find the most reliable keypomt clusters
for generating a homography HJ . We then decomposed
each homography H_ into the four plane normal vector,



trajectory vector, and rotation vector solutions Dj .., =
{1 sas B 1may 7 120 }37], and filtered out the invalid so-
lutions to construct the most reliable decomposition solution
B = {fl,,,t,,,7,,} for each 2D object region R,, within a
block. Here, invalid homography solutions were characterized
by checking if a key point (x;,%;) within region R,, which
yields 2Z; < 0O ((f;,y_;,z_;) = H x (z,y;) A r'i?; X
(T3, 05, 27) = 1), exists[29]. Finally, we built the set of all
the moving objects in the scene S,,, by extracting the object
regions that had large and successively decreasing differences
in intersection coefficient intersectiony, among all objects
O in a block. According to the assumption that the person
body is perpendicular to the ground plane while moving, we
use a cascade filter, which includes the longest edge E; of
moving object bounding boxes larger than a length threshold
Thresh; the ratios between the longest edge E; and other
two edges are larger than a ratio threshold Thresh,; and
trajectory vector t_f,l is perpendicular to the longest edge of
object bounding box Ej, to determine the moving humanoid
object among all moving objects.

IV. EXPERIMENTS

We collected video sequence data using the Kinect vl
which provides an RGB image and a depth image with a
27 frame per second rate (FPS) on average, image data
we combine to form an RGB-D image, using a MacBook
Pro (Retina, 13-inch, Mid 2014) with Dual core i5 CPU
and 8G memory. We recorded video sequences by placing
the camera in 24 unique scenarios, which included various
combinations of different camera orientations and locations,
multiple planes, multiple people, diverse moving speeds, and
various body appearance ratios.

Our captured video sequences contained 40-140 data frames
from the time the first person entered the camera’s field of
view or started moving to the time the last person left the
camera FOV or stopped moving. From experimentation, we
determined that planes with a confidence score ( > 8.5 are
highly likely to be the actual ground plane, while planes with
a confidence score of 6.0 < ¢ < 8.5 are planes that are
parallel to the ground plane, and may be the ground plane.
Figures 1 and 2 show examples of our human detection results
where human are marked with green dots.

In the data preparation step, SIFT generated an average of
approximately 4,000 keypoints in each full 2D image with
10 layers in each octave, 0.02 as contrast threshold, 20 as
filter out edge-like features threshold, and 1.0 as sigma. The
size of voxel grid down-sample filter for point cloud frames
we selected was 2cm. The RANSAC distance threshold and
the cluster tolerance of Euclidean clustering were 2.5 and 2
times the voxel grid filter size respectively. Based on these
parameters, we extracted anywhere from 4 to 10 planes from
each scene, varying based on the indoor environment com-
plexity and camera perspective. In the homography estimation
step (section III-B), we set the block size to five to ensure
we achieved sufficient histogram intersection between the
reference frame F; and frame F.. The number of SIFT feature

keypoints on the human ranged from 150 to 380 out of the
approximately 4,000 keypoints.

V. DI1SCUSSION AND CONCLUSIONS

In this paper, we proposed a novel human detection

method using the combination of 2D and 3D data analyses.
Our approach helps us to find the human with only four
unrestrictive assumptions: the sensors is an RGB-D camera;
a person smoothly walks in the scene with most parts of
the body visible within the camera field of view; the human
body is perpendicular to the ground plane while walking;
and the RGB-D camera position and orientation remain
unchanged until ground plane estimation is complete. Our
approach robustly detects the human with a large variety
of sensor orientations and different room complexities. Our
experimental results show that our algorithm is insensitive
to the movement speed of walking humans and is tolerant to
partial occlusion of the human body. In all cases, we were
able to detect the human using RGB-D sensors data without
any pre-calibration.
In the future, we will focus on improving the performance
of the algorithm; switching to a better RGB-D sensors
which provides higher quality data; enhancing the robustness
and accuracy of the human object detection algorithm;
and achieving potential human recognition or identification
within a RGB-D camera system. In addition, we will also
test our algorithm on video sequences that have higher
indoor complexity and more people visible in the scene.
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