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Introduction
• Most remote communities especially in developing countries lack electricity.

• Usually caused by lack of access to these areas causing a negative effect on the quality of life and economy of the communities.

• Most of these areas have abundant renewable energy resources such as wind, solar and hydro. 

• These Renewable energy sources can be harnessed as a cost-effective and clean energy solution. 

• A microgrid can be AC or DC based on the power being fed.

• Remote communities have very low energy requirements and as such a DC microgrid will meet energy needs.

• To achieve proper control and operation of a microgrid, each DG unit should be updated with information pertaining to the microgrid’s 

operating mode.

• It is expected that soon, microgrid operations will be automated  by employing sensors integration for data collections and actuators for 

controls. 

• To achieve automation, a reliable communication system for data and command transfer at every control level within the microgrid is a 

fundamental requirement. 

• Communication system can be wired or wireless. 3



Literature Review
• DC Microgrid [1-7]

• The DC microgrid features easy integration with higher number of renewable energy

sources thereby reducing the conversion stages and losses.

• It delivers its energy to its load in Direct Current form.

• DC Microgrid Advantages

• Seamless integration with renewable energy sources and storage
• PV, small wind turbines, micro-hydro, biomass and most energy storage systems 

produce power in DC form.

• DC load
• Most consumer electronic products, home appliances and lighting fixtures run 

using DC power

• Loss Reduction
• A reduction is the amount of conversion stages in the DC system reduces the 

amount of system losses

• Low Cost of Energy Distribution 
• Reduction in overall system cost due to reduction in energy distribution 

components

• Low System Complexity
• There is no need for reactive power control, frequency regulation and phase 

synchronization.

• Operational complexity of a DC system will be reduced

Fig. 1.  Schematic diagram of a grid-connected DC microgrid 

4



• Dc Microgrid Control Schemes
• The main control objectives of the DC microgrid include [8-12]

• Efficient voltage  and current control in all operating nodes.

• Coordination among different DERs and Energy Storage Devices.

• Smooth transition between various operation modes.

• Power flow control within the DC microgrid.

• Maximum utilization of DERs potentials.

• DC microgrid control schemes can be mainly classified into two categories:

• Basic Control
• Normally achieved by employing centralized, decentralised or distributed control.

• Multilevel Control
• Usually achieved through different levels of control in the hierarchy.

• In this scheme, each of the control levels then employs either or multiple basic control strategies.

Literature Review – Contd.

Fig. 2. A diagrammatic representation of the various control schemes .

• Basic Control Strategies

• Centralised Control[13]

• This strategy employs a central controller to control the distributed units.

• Data processing and control commands developments are initiated at the central controller.

• This makes this control strategy highly communication dependent.

• High level of system observability and  controllability are the main advantages of this strategy.

• Single point of failure  and scalability  are the main disadvantage of this  strategy.
Fig. 3. Schematic Configuration of the Centralized control Strategy.
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• Decentralised Control [14]

• This strategy does not depend on a communication system thereby eliminating single point of failure.

• The distributed units are normally controlled by independent controllers using their local variables.

• Normally considered the most reliable control strategy because it is not communication dependent.

• Its main drawback is insufficient unit information as there are communication between neighbouring

units

Literature Review – Contd.

Fig. 4. Schematic diagram of the decentralized control Strategy• Distributed Control [15-20]

• This strategy employs the advantages of centralised and decentralized control.

• In this strategy, the limited communication links are used for data transfer between neighbouring
units to achieve control objectives such as voltage restoration and current sharing.

• The main advantage of this strategy

• Immunity to single point of failure

• Communication between neighbouring units

• Main disadvantage

• Complexity

• Power tracking error

• Voltage deviation

Figure 5. Diagrammatic representation of distributed control scheme
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• Hierarchical (multi-level) Control Strategies [21-27]

• Control objectives such as voltage control, current control etc. alongside advanced controls such as

power sharing between DGs and energy market participation cannot be achieved by single level

controls.

• Modern power systems such as the DC microgrid require these multilevel control for various

control functions according to their levels of complexity and latency requirements.

• This control strategy improves the overall system reliability as failures at any level do not affect

other levels and as such system can still be operational while rectifying the problem.

• Hierarchical Control levels 

• In the hierarchical control framework, there are three control levels:

• Primary (local) Control Level [28-30]

• Secondary Control Level [31-35]

• Tertiary Control Level [36-39]

Literature Review – Contd.

Fig. 6. Hierarchical Control: Functions and timeframe
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• Data Transfer In Microgrids [40]

• Data transfer is very important to maintain optimum microgrid performance

• A reliable and consistent communication system is therefore very important.

• To achieve proper operation of the microgrid the following data requirements are important.

• Data latency

• Data Delivery Criticality (high, medium, non-critical)

• Reliability

• Time Synchronization

Literature Review – Contd.
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• LoRa Communication Technology [40-42]

• A low power wide area network technology developed by Semtech Corporation.

• LoRa employs a star topology.

• LoRa is the physical layer, or the wireless modulation used in creating a long-range communication link for 

LoRaWAN data transfer (5 km urban and 15km Rural).

• LoRa physical layer operates in the unlicensed Industrial, Scientific, and Medical (ISM) frequency band.

• Chirp Spread Spectrum Modulation (CSS) technique, to achieve both low power and long-range 

communication.

• LoRa achieves long data transfer ranges and high level of interference immunity.

Literature Review – Contd.

Fig. 7. LoRaWAN Architecture

Fig. 8. LoRa Protocol Stack
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• Supervisory Control and Data Acquisition(SCADA) [43-52]

• A technology that allows for collection of data from one or various facilities for monitoring and control purposes.

• SCADA can be applied to any system (energy, generation, waste management etc.).

• SCADA has evolved in 4 generations since inception.

• SCADA system components.

• Field Instrumentation devices: Devices directly connected to the plant (Sensors, actuators etc.)

• Remote Terminal Units (RTUs): Generally small computerised units for data collection from FIDs.

• Master Terminal Units (MTUs): In charge of data collection, processing and control command processing and transmission.

• Communication Network: the mode through which data is transferred between the SCADA components.

• Features of SCADA (Desired features of a SCADA system include:

• Low Power Consumption.

• Reliability and availability.

• Ease of installation and use.

• Redundancy.

• Scalability.

• Security.

• Classes of SCADA Systems

• Proprietary (traditional) SCADA

• Mainly manufactured by one vendor: Allen Bradley, Schneider etc.

• Open-Source SCADA

• Allows for mix and match components.

• Efficiency of the system is not the sole responsibility of one vendor.

• Combination of various components to achieve better standards and cheaper.

Literature Review – Contd.

Fig. 9. Monolithic SCADA 

Architecture .

Fig. 10 Distributed SCADA 

architecture.

Fig. 11 Networked SCADA architecture.

Fig. 12. Internet of Things (IoT) based SCADA 
architecture.
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1. Techno-economic feasibility study of AC microgrids for power generation and supply in rural communities in West Africa.

2. Design, dynamic Modelling, and Simulation of a Standalone PV-based DC microgrid with a battery storage system for a remote

community in Nigeria.

3. Development of a LoRa-based communication scheme for secondary control level data transfer in remote microgrids.

4. Design and development of a low-cost LoRa-Based SCADA system for monitoring small renewable energy generation systems.

5. Analysis of LoRa data transmission delay on the dynamic performance of the DC microgrid.

Research Objectives
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Optimal Sizing and Analysis of a Small Hybrid Power System for Umuokpo Amumara in Eastern Nigeria

• This study focuses on the techno-economic feasibility of developing a hybrid power

system to meet the electrical power needs of remote communities.

• This analysis assumed each house consists of a living room, four bedrooms, a

kitchen, a bathroom, and a balcony.

• Each house has a peak load of 1.42 kW, which amounts to 1.136 MW for 800

houses

• Public community installations were also considered in the analysis.

• Community Peak load = House Peak + Community Peak = 1,136 kW + 7.3 kW =

1,143 kW
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• In this community, the peak usage of power occurs in the evenings from 1600 -2200 hours.

• The village has a total energy consumption of 9.422 MWh/day.

• The village has an average solar irradiation of 4.71 kWh/m2/d, which indicates a high potential of electricity generation from solar.

• Data obtained from NASA states that Umuokpo has an average wind speed of 2.70 m/s at an anemometer height of 50 m.

• The power-law wind speed model is used to calculate the wind speed at a higher height.

𝑈𝑍 = 𝑈𝑍𝑟(
𝑍

𝑍𝑟
)𝛼

• Where,

Where, Z, Zr are the proposed height above the ground and reference height, respectively; UZ, Uzr are wind speed at the proposed height 
and known wind speed, respectively; and α is the wind shear coefficient (0.2).

• Wind speed of 3.0 m/s was  achieved at 84 m height. This therefore entails that the wind resource in the community will not power a 
utility scale wind turbine for power production.

Optimal Sizing and Analysis of a Small Hybrid Power System for Umuokpo Amumara in Eastern Nigeria – Contd.
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The proposed AC hybrid power system

• The considered hybrid system is

consisted of PV arrays, a diesel

generator serving as back up, and

a battery storage.

Fig. 13. The proposed hybrid system configuration.
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• Simulations to identify the optimal system for the village electrification was carried out on 
HOMER. 

• A total of 5,292 simulations were carried out on the software.

• The optimal system configuration based on both cost and capacity to serve the community 
electrical load consists of a 2,750 kW PV array, a 1,500-kW diesel generator as backup, and 15,000 
units of battery system (12V, 200Ah) for energy storage. 

• This optimal system achieved 79% renewable energy fraction with the generated power of 3.6 
GWh/yr from the PV.

• The proposed system met the energy requirements of the community and charged the energy 
storage system

Homer optimization of AC microgrid

Fig. 14. Configuration of the optimal proposed system
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Sizing And Dynamic Modelling and Simulation of a Standalone PV Based DC 
Microgrid with Battery Storage System for A Remote Community in Nigeria

• The same community was used for this study.

• Since the study is focused on DC microgrid for the community, the electrical features that will be used for the design will be DC installations.

Community Peak Load = Houses Peak + Community Installation Peak

238kW + 1.64kW= 239.7kW
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• The simulations to select the optimal DC system for the village electrification was carried out on
HOMER.

• The optimal system was chosen based on the Net Present Cost analysis.

• The system consists of a 1,000kW PV array, a 630kW, Diesel generator as backup and 4,680 units of 
battery system for energy storage. 

• The optimized proposed system achieved 88.6% renewable energy fraction with electrical production of 
1.38GWh/yr from the PV array.

• The optimized DC system met the energy requirements of the community completely.

Homer optimization of DC microgrid

Fig. 15. Homer Configuration of the proposed DC microgrid.
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• The cost requirements, energy requirements of the community and energy generation of each type of 

the microgrids are the basis for the comparison.

• Results obtained showed that the DC microgrid was more suitable for power generation and supply to 

rural areas due to the following advantages over the AC power systems:

• Low – Cost

• There is a 73.7% reduction in capital cost for the development of the DC microgrid to that of the

AC microgrid.

• The annual operation and maintenance cost of the DC microgrid reduced by almost 80% from

that of the AC microgrid.

• Lower Energy Requirements

• The daily energy requirement of the community reduced from about 9.22MWh/day to

3.6MWh/day.

• This represents an energy requirement reduction of about 60%.

• This had a reducing effect on the energy generation system that was developed and as a result on

the cost of the whole system.

Cost Summary and Energy Comparison of AC and DC systems
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Dynamic Modelling and Simulation of the DC Microgrid

• A dynamic simulation of the optimal system was carried out in MATLAB Simulink.

• 360VDC bus voltage, 24 VDC  residential and 48VDC for community water 

pumping system. 

• The Incremental Conductance MPPT algorithm is employed.

• A voltage mode controller was also employed to maintain the voltages in the 

system so as not to be affected by the system variations.
Fig. 16. Block Diagram of the proposed DC microgrid

Fig. 17. Incremental Conductance MPPT Flow Chat

Fig. 18. The Voltage Control Block
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• Results from the dynamic simulation of the DC microgrid are as shown.

Dynamic Modelling and Simulation of the DC Microgrid-Contd.

Fig. 20. DC-DC Boost Converter Output Voltage

Fig. 19. Battery Voltage and State of Charge

Fig. 22.  Voltage and Current output for Residential houseFig. 21. The Voltage and Current Output for Water pumping facility 20



LoRa for Microgrid Secondary Control and Data Transfer
Communication Schemes and Layers in Microgrids

• Predominantly, two types of data communication schemes : 

• Centralized (also known as hierarchical), 

• Distributed.

• Centralized scheme, 

• Advantage of easy implementation and maintenance.

• Drawback is single point of failure.

• Distributed scheme, 

• Offers more flexibility and is more robust from communication failure

• Drawback is it requires a complex algorithm. 
high processing time, less precision .
and a higher possibility of data collision. 

• This work focuses on the Centralized communication scheme.

Fig. 23. Data communication schemes in microgrids: (a) centralized, and (b) distributed
21



• A hierarchical control system for microgrid operation is consisted of three control levels: 

• The Local Controller: 

• Lowest Control Block in the microgrid

• Allows connection to sensors and actuators for data measurement and system control

• Applies small data sampling time to acquire data from the DG units. 

• Microgrid Central Controller:

• Makes control decisions using sensor data obtained from local controllers and create operating points.

• Tertiary Controller:

• Ensures general control of the power network.

• Allows communication between neighboring microgrids and overall system stability.

• For proper functioning and stability of the microgrid, the three control layers described above will have to be in constant and 

reliable communication. 

• Hence reliable communication system is important.

Communication Schemes and Layers in Microgrids – Contd.
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Communication Layers in Microgrids – Contd.

• Primary level communication allows communication between the sensors and local controller.

• Data obtained at the first level is transmitted to the central microgrid for processing using the

secondary communication level.

• The second (secondary) level involves the communication between various local controllers

situated in the DG units and the microgrid central controller.

• The secondary level allows for bidirectional data transfer to achieve monitoring and control

activities to maintain performance of the microgrid.

• The secondary level allows for low bandwidth communication because it is normally

employed for referencing.

Fig. 25. Typical Description of the secondary communication layer of a microgrid

Fig. 24. Communication levels in a microgrid
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• LoRa is a fast-rising wireless communication technology. 

• In LoRa communication, there are two classes of devices, with different communication capabilities. 

• LoRa Node:

• Capabilities for sensor and actuator connection through controllers or microcontrollers.

• Allows data bidirectional data transfer with one device on same transmission frequency.

• In the microgrid, it is connected for sensor data transfer from the DG local controller.

• LoRa Gateway:

• Capabilities to communicate simultaneously with higher number of devices.

• In the microgrid, it is connected to the central microgrid for communication with local controllers

LoRa Communication in Microgrids

Fig. 26. LoRa components for data transfer
24
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Figure 4. 15. Range test Distances in St. John’s, NL, Canada



• The data being transmitted must be processed into the LoRa acceptable format before transmission conforming to the required length and data size 

for appropriate transmission. 

• LoRa data rate  has maximum limit of 50Kbps.

• The rate and size of data transferred in the microgrid has to be to ensure effective bandwidth usage.

LoRa Data Transmission Format

Fig. 27. Steps involved in encoding sensor value from a specific device in the microgrid.
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• The time to transfer each chip by a LoRa device depends on the bandwidth. This time is calculated as:

𝑻𝒄𝒉𝒊𝒑 =
𝟏

𝑩𝒂𝒏𝒅𝒘𝒊𝒅𝒕𝒉
(1)

• In LoRa, there are three statutory bandwidths through which data can be transmitted. They are 125 KHz, 250 KHz, and 500 KHz. The

bandwidth can also be defined as the chip rate which is the number of vibrations or wave cycles per second. Hence, 

𝑩𝑾 = 𝑹𝑪 = 𝑪𝒉𝒊𝒑 𝑹𝒂𝒕𝒆 (2)

• For a bandwidth of 125 KHz, the chip rate is 125000 chips/sec. Therefore, 

𝑻𝒄𝒉𝒊𝒑 =
𝟏

𝟏𝟐𝟓,𝟎𝟎𝟎
= 𝟖μ𝒔𝒆𝑐 (3)

• Tchip for the 125 KHz, 250 KHz and 500 KHz are 8μs, 4μs and 2μs respectively. This depicts that with increased bandwidth there is a reduction 

in transmission time.

• The transmission time for a LoRa symbol Tsymbol is calculated as:

𝑻𝒔𝒚𝒎𝒃𝒐𝒍 =
𝟐𝑺𝑭

𝑩𝑾
(4)

Where, SF is the spreading factor and BW is the bandwidth.

Data Transmission Delay Analysis
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• Symbol transmission time for the various bandwidth at the spreading factors

• An increase in bandwidth has a decreasing effect on the data transmission time. 

• An increase in the spreading factor increases the transmission time. 

• The transmission time doubles with a one-step increase in the spreading factor (SF).

Data Transmission Delay Analysis-Contd.

SF Tsymbol (μs) @ 

BW = 125 KHz

Tsymbol (μs) @ 

BW = 250 KHz

Tsymbol (μs) @ BW 

= 500 KHz

7 1,024 512 256

8 2,048 1,024 512

9 4,096 2,048 1024

10 8,192 4,096 2048

11 16,384 8,192 4096

12 32,768 16,384 8,192
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• The expressions for calculating the data transmission time for a LoRa frame is given by:

𝑇𝑓𝑟𝑎𝑚𝑒 = 𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑 (5)

𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑 = 𝑛𝑝𝑎𝑦𝑙𝑜𝑎𝑑 + 𝑇𝑠𝑦𝑚𝑏𝑜𝑙 (6)

𝑛𝑝𝑎𝑦𝑙𝑜𝑎𝑑 = 8 +max(𝑐𝑒𝑖𝑙
8𝑃𝐿−4𝑆𝐹+28+16𝐶𝑅𝐶−20𝐼𝐻

4 𝑆𝐹−2𝐷𝐸
𝐶𝑅 + 4 , 0) (7)

𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 = (𝑛𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 4.25)𝑇𝑠𝑦𝑚𝑏𝑜𝑙 (8)

• Normally, npreamble = 8 for LoRa

• Where;

• PL = number of bytes.

• IH = Implicit header. 

• (If Header is enabled, IH =0, if Header is disabled, IH = 1).

• DE = low data optimization 

• (DE = 1, enabled, 0 = disabled)

• CR = Coding rate (default = 1)

• CRC = 1 if enabled, 0 if disabled (default is 1)

Data Transmission Delay Analysis-Contd
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Data Transmission Delay Analysis-Microgrid Case Study

• The DC microgrid studied consists of a 1000 kW photovoltaic ,Battery system, and a 

630 kW diesel generator.

• The microgrid bus voltage is 360 V DC.

• The microgrid operates in three modes:

• Photovoltaic (PV) mode

• Battery mode

• Generator mode

Fig. 29. Block Diagram of Studied DC microgrid

Fig. 30. Communication topology of DC microgrid 30



• The LoRa transmission delay as calculated for the transmitted data is introduced into the communication between

the bidirectional local controller and the MGCC.

• The effect on the dynamic performance of the microgrid are analysed during transitions between the operational

modes.

Data Transmission Delay Analysis-Microgrid Case Study

Fig. 31. Microgrid Control Scheme
31



Simulation Results
• Microgrid normal operation (no transmission delay)

Fig. 32. Microgrid DC voltage for simulation without LoRa delay

Fig. 33. Bidirectional converter switch voltage
Fig. 34. DC microgrid battery parameters
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• Microgrid operation with LoRa data transmission delay

• The LoRa transmission delays were calculated.

• The LoRa bandwidth of 500 KHz was employed to achieve lower the transmission delay.

• Delay calculation was carried out for bidirectional data transfer between the local

controller and the MGCC.

• Total transmission delay of 21.76 ms per data transfer.

• The transmission delay was introduced to the DC microgrid as a transport delay in

Simulink

Simulation Results

Fig. 35. Microgrid DC voltage for simulation with LoRa transmission delay

Fig. 36. Bidirectional converter switch voltage with delay
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• Bidirectional Converter LC Component Recalculation

• To compensate for the effect of the transmission delay, the LC

components of the microgrid were recalculated as shown in the table

and reapplied to the system.

Mitigating the effects of LoRa transmission delay on DC bus voltage

Fig. 37. DC bus voltage for redesigned microgrid with LoRa transmission delay

Fig. 38. Bidirectional converter switch voltage with modified parameters 34



• Modification of the PI Controller for Better System Robustness

• In studied literature, PI controllers have been used to address time delay effects such

as Dc voltage variations [54 - 57].

• This method presents the redesigning of the PI controller towards achieving a robust

controller system.

• For this simulation, a Fuzzy-PI dual-mode controller was employed [57].

• This controller features speedy response, low overshoot, good robustness and strong

anti-interference.

• These variations are minimal and demonstrate that the system still maintains a high

level of stability even with the communication delay.

Mitigating the effects of LoRa transmission delay on DC bus voltage

Fig. 39. Schematic of modified PI controller in MGCC

Fig. 40. DC microgrid DC bus voltage with modified controller35



An Open Source LoRa Based, Low-Cost IoT Platform for Renewable Energy 
Generation Unit Monitoring and Supervisory Control.

Introduction

• SCADA systems have been the core of industrial automation and control over the years.

• A SCADA system is typically made up of

• sensors and actuators that make up the Field Instrumentation

• Remote Terminal Unit

• Communication Channel

• Master Terminal Unit

• The continuous increase in the sizes of the systems have also caused an increase in complexity hence a

requirement for a more robust control system.

• One of the very promising paradigm shifts in the automation industry is the Internet of Things (IoT).

• IoT as a solution for industrial monitoring can be applied to distributed units of a renewable energy generation

system.

• Due to the increased installed power capacity from renewable energy sources, there is an increasing need for

more components

Fig. 41. Industrial automation Pyramid
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• The large industrial companies employ the traditional SCADA 
systems for data transfer and monitoring.

• Till date, proprietary SCADA systems have been employed.  The face 
some challenges:

• High cost

• Interoperability

• Scalability

• High security requirements

Proprietary (traditional) SCADA Systems 

Fig. 42. Traditional SCADA architecture
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• IoT has harnessed extended improvement in the SCADA industry with better system 
monitoring and control

• Although IoT solutions differ at their various functions, attributes and target industry, IoT 
solutions shares the following core characteristics.

• Data access: 

• This Characteristic deals with extraction of data from a particular monitored system. 

• Data transfer: 

• The data must be transferred from the point of extraction to where it will be analyzed.

• Data management: 

• This deals with the conversion of the extracted data to useful information for analytic 

or control use.

• Data visualization: 

• Data display for control actions.

IoT Application for Industrial Systems Monitoring

Fig. 43. IoT Solution architecture
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• SCADA and IoT share the same manner of data extraction systems and communication channels.

• Programmable Logic controllers and the Human-Machine interfaces in the traditional SCADA systems are replaced with the IoT gateways and IoT platforms.

• This reduces number of components, hence less expensive, less power consuming while achieving same results as the traditional SCADA system.

• The two replacement components in the IoT architecture that has facilitated the shift are explained.

• IoT Gateway

• A solution that enables the communication of various IoT components for data transfer.

• The Important features of an IoT gateway include;

• Data management and handling, Event management, Real-Time response, Reliability and robustness, Security

• IoT platform

• A middleware and infrastructure that allows interaction between end users and the edge devices

• With the increase in the diversity of the IoT devices, the IoT platform has become of high necessity for data retrieval and further processing.

• Important features

• Monitoring capability, Software management, Data centralization, Data processing, Security

IoT Application for Industrial Systems Monitoring- Contd.
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• The proposed low-cost, open-source SCADA system is based on the IoT
infrastructure.

• The system is proposed to meet all the criteria of the proprietary SCADA systems
with more features that mitigate the challenges of the traditional SCADA system.

• The architecture shows depicts the IoT integrations are installed on a single host 
machine. 

• This eliminates the cloud hosted IoT platform in previous works and therefore 
internet is not required for data transfer. 

• The proposed system is an independent and autonomous system and can be 
deployed to remote communities with no internet infrastructure.

Proposed IoT SCADA System Implementation

Fig. 44. Proposed IoT SCADA solution architecture
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Proposed IoT SCADA System Implementation

Fig. 45. Schematic configuration of the proposed SCADA system
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• A prototype of the proposed system was designed and set up for testing and validation.

• The software employed in this prototype include: Chirpstack IoT platform, Node-Red programming tool, InfluxDB database and Grafana 
IoT dashboard for data display. 

• The hardware employed include voltage (voltage divider), current sensors, Arduino Uno microcontroller (RTU) and the Raspberry pi 
model 3B+ (MTU).

Proposed System Prototype Components, Implementation Methodology and Prototype 
Design

Fig. 47. Hardware implementation of the MTUFig. 46. Hardware implementation of the RTU
42



Experimental Setup and Results
• Testing of the designed prototype is carried out by connecting the implemented hardware to the solar photovoltaic system at the Memorial University 

Electrical Engineering Laboratory.

• Three units of the system are monitored using three RTUs, which acquire and transmit data to the MTU.

• On each RTU, there are two voltage sensors and a current sensor that collect the PV voltage, battery voltage and PV current, respectively. 

• The sensor data are acquired by the Arduino Uno through cable connection to the analog pins of the microcontroller.

• The data acquired is processed and transmitted to the MTU through the LoRa transceivers that are connected to the Arduino Uno microcontrollers

Fig. 48. The system prototype block diagram 43



• The following flowcharts represents the process of data acquisition at the RTUs and the data processing as it is performed at the MTU .

Experimental Setup and Results

Fig. 50. RTU Flowchart
Fig. 51. MTU Flowchart.
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Experimental Setup and Results

Fig. 49. Experimental setup of the proposed SCADA system including RTUs connected to PV 
system.

45

• The was tested for a period of 3 weeks.

• During the test, a load connected to system to ensure current

flow

• multimeter readings matched parameters on system

dashboards.

• System has a 1sec sampling time depicting a very high and

reliable data transfer speed.

• The LEDs connected to the RTUs were used to represent

various forms of actuators for control.



Experimental Setup and Results

Fig. 52. The device profiles shown on the Chirpstack application server console. Fig. 53. Real-time data measurement displayed on Grafana dashboard.
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• Two supervisory control scenarios were considered with the
proposed SCADA solution.

• Firstly, a manual scenario is presented.

• In this scenario, the commands carry out one or two of the
functions: Turn ON the RED LED, Turn ON the GREEN LED, Turn
ON both LEDs and Turn OFF both LEDs.

• The second scenario presented an automatic system.

• The LEDs were turned ON and OFF automatically with various
parameter thresholds.

Experimental Setup and Results

Fig. 54. Node-red flow for the supervisory control of the LEDs connected to the RTUs.
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• Some of the key features of the proposed IoT SCADA solution are enumerated below:
• Low-Cost 
• Open Source and Interoperability 
• System scalability
• Robustness for remote area deployment
• User friendliness
• Feasibility of deployment to large generation systems (with proper upgrades)

Discussion
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• Summary:

• An AC microgrid was sized, designed and simulated for a remote community in Nigeria.

• A DC microgrid was sized, designed and simulated for same community to compare cost and energy generation.

• DC microgrid turns out to be the best energy system for remote communities with reduced energy requirements.

• The designed DC microgrid was simulated in MATLAB SIMULINK to observe the dynamic performance.

• LoRa communication technology was proposed for data transfer at the secondary control level of the DC microgrid.

• The LoRa transmission delay for data and command transfer were simulated to observe the effect on the dynamic

performance of the DC microgrid.

• System enhancement were carried out on the DC microgrid to accommodate the transmission delay.

• A low cost LoRa based SCADA system was proposed, developed and a protype designed for monitoring of renewable

energy systems.

Conclusion
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1. Sizing, Design and development of AC and DC microgrids for a remote community. The designs depicted the relevance of DC

microgrids for remote communities.

2. Design and development of a Low-cost LoRa-based SCADA system for monitoring of small renewable energy generating

systems.

3. Investigating the employment of LoRa physical level communication for data and control transfer at the secondary control

level of hierarchical DC microgrids.
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• Since LoRa has proven to be very capable from research to be employed for data transfer and can achieve results like

the other communication systems. research into how to extend the data coverage distance to allow for employment

in larger renewable energy generation systems will be very important.

• Increased security in the designed SCADA system solution can be achieved through the development of reliable data

encryption Algorithms on the LoRa communication channel for safety and integrity of the transferred data.

Future Work
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